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o The deluge of data has made the use of compressed data structures indispensable
o These structures build on two sources of compressibility: statistical properties and repetitiveness of the data
o But there is a new promising kind of regularity to be studied: approximate linearity
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Experimental results
Features  As fast as static B-tree, 83x more compressed

* Optimal time and space complexity guarantees

* Never worse than traditional indexes such as B-trees ’ Up to 3x faster than a dynamlc B-tree and
* Resistant to a(?lv.ersariz.al inputs and querie.s 1000% more compressed on 109 integers
« Supports multidimensional data and queries .
» Auto-tunable to the desired memory usage or query time « About 3 seconds to construct on 107 integers
Rank/Select dictionaries Idea: data = segments + corrections
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