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\textbf{A B S T R A C T}

We present an algorithm for detecting long similar fragments occurring at least twice in a set of biological sequences. The problem becomes computationally challenging when the frequency of a repeat is allowed to increase and when a non-negligible number of insertions, deletions and substitutions are allowed. We introduce in this paper an algorithm, RIME\textsuperscript{1} (for Repeat Identification: long, Multiple, and with Edits) that performs this task, and manages instances whose size and combination of parameters cannot be handled by other currently existing methods. This is achieved by using a filter as a preprocessing step, and by then exploiting the information gathered by the filter in the following actual repeat inference step. To the best of our knowledge, RIME is the first algorithm that can accurately deal with very long repeats (up to a few thousands), occurring possibly several times, and with a rate of differences (substitutions and indels) allowed among copies of a same repeat of 10–15% or even more.
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1. Introduction

Many genomes, in particular of eukaryotes, contain a high proportion of repeats (for instance, nearly half of the human genome is covered by repeats [32]) whose copies (genomic occurrences) are approximate, and exhibit different lengths and characteristics depending on their origin and function. Two major classes of repeats are in general identified: tandem repeats of a length ranging from a few base pairs to a few hundred, and interspersed repeats that include transposons and retrotransposons both representing mobile genetic elements. Segmental duplications, which may involve thousands of base pairs, can be either tandem or interspersed. Until relatively recently, all such repeats, mainly occurring in the intergenic regions, were considered as junk DNA. However, our view on such elements is evolving fast. Transposons, for instance, are now believed to have a role in the immune system [13] and on gene regulation [22].

Depending on the species and the kind of repeats considered, the average number of occurrences of a repeat, its length and the rate of differences among the occurrences present a large variability. In this paper, we focus on the problem of finding long multiple repeats that may appear dispersed along a whole genome or chromosome, or that are common to different genomes/chromosomes. The proposed method is designed for identifying repeats that are multiple (at least two occurrences and in general more), long (typically of at least a hundred base pairs), and approximate (with up to 10–15% differences – substitutions, insertions or deletions – among the occurrences of a same repeated element).

\begin{itemize}
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\item \textsuperscript{1} RIME is also a reference to Coleridge’s poem “The Rime of an Ancient Mariner” which contains many repetitions as a poetic device.
\end{itemize}
The identification of such repeats, in particular in big genomes and when the divergence authorized between occurrences is high, represents a particularly difficult computational problem. Indeed, exact methods for finding multiple repeats use dynamic programming, leading to a time complexity exponential in the number of occurrences of the searched repeats. This is not practicable except on toy examples. For example, the three versions of a well-known exact algorithm (MSA [17]) compiled and hosted by the Pittsburgh Supercomputing Center can manage a limited number of sequences and sequence lengths (at most 50 sequences of up to 150 residues each, or 25 sequences of up to 500 residues, or 10 sequences of up to 1000 residues). There are many exact (and, in particular, non-lossy, meaning that they guarantee not to have false negatives) methods for finding approximate motifs, which are repeats of limited size and also in general highly conserved (e.g., [2, 11, 12, 29, 19]), but these do not scale to be applicable for finding long and biased repetitions and/or handling too frequent such repeats.

A broad range of algorithms for finding repeats is available. Some make use of seeds for anchoring the repeats before application of dynamic programming. They also often perform progressive alignments; that is, they combine pairwise alignments beginning with the most similar pair and then progressing to the most distantly related, following an order or a phylogenetic tree that must thus be given. Such approaches are heuristic and, when they are efficient, they do not guarantee completeness and sometimes not even accuracy of the results obtained. Some such methods are listed and commented in Section 4. However, despite the high relevance of this problem for its applications to the analysis of biological sequences, there is no satisfactory methodology available [1]. A recent promising approach [23–25] to combine efficiency and accuracy is to preprocess the data using a lossless filter. By lossless is meant a filter that enables one as quickly as possible to discard fragments of the input that cannot belong to any searched repeat. After such a filtering step, usually the remaining dataset will be much smaller than the original one, allowing the application of an accurate, although time-consuming, algorithm.

The reader may refer to [27] for a state of the art survey on filters for sequence analysis.

In this paper we introduce RIME, a combinatorial approach that combines a filtering and an alignment step. The filter, called TUIUIU, has been described previously [25,9], but it will be briefly recalled in Section 2. TUIUIU is to date a state of the art filter for multiple repeats allowing also for indels. RIME uses (i) TUIUIU as a preprocessing step and then (ii) the pieces of information collected by TUIUIU for detecting only true repeats and finding their precise borders and locations, thereby completing the repeat inference task. The new algorithm is described in Section 3. Experiments and a discussion thereon are provided in Section 4.

A shorter and preliminary version of this work appeared in [10]. The software is available at the web page http://code.google.com/p/repeat-identification-rime/.

2. Preliminary definitions and recalling the TUIUIU filter

A string is a concatenation of zero or more symbols from an alphabet \( \Sigma \). A string \( s \) of length \( n \) on \( \Sigma \) is represented also by \( s[0]s[1] \ldots s[n-1] \), where \( s[i] \in \Sigma \) for \( 0 \leq i < n \). The length of \( s \) is denoted by \(|s|\), while, for a set \( S \) of strings, we denote with \(|S|\) its length, being the sum of the lengths of all the strings it contains. We denote by \( s[i,j] \) the substring \( s[i]s[i+1] \ldots s[j] \) of \( s \).

In this paper, we focus on the problem of finding \((L, r, d)\)-repeats, which are repetitions of length \( L \) occurring at least \( r \) times and whose occurrences have pairwise edit distance bounded by \( d \). Formally, \((L, r, d)\)-repeats are defined as follows.

**Definition 1** \((L, r, d)\)-Repeat. Given a set \( \delta \) of one or more input strings, a length \( L > 0 \), an integer \( r \geq 2 \), and an edit distance \( 0 \leq d < L \), we call an \((L, r, d)\)-repeat a set \( \omega_1, \ldots, \omega_r \) of \( r \) words having length in the range \([L – d, L + d]\) occurring in the strings of \( \delta \) such that, for all \( i, j \in \{1, r\} \), \( d_e(\omega_i, \omega_j) \leq d \), where \( d_e(\omega, \omega') \) is the edit distance between two strings \( \omega \) and \( \omega' \).

The definition can be used to model repeats inside one string (\(|\delta| = 1\)) or distributed among several strings (\(|\delta| > 1\)). In the latter case, one can also enforce that the \( r \) words occur over \( r \) distinct strings (it must then be that \(|\delta| \geq r\)). In both cases, when \( r = 2 \), the problem can be solved in quadratic time with dynamic programming. However, for multiple repeats, this solution is not feasible. The current exact exhaustive methods can manage input data of very limited size and/or are able to detect repeats for very small values of \( d \) only. On the other hand, heuristics do not guarantee to find all \((L, r, d)\)-repeats. Filters, and in particular lossless ones, have been introduced with the goal of speeding up any method (exact or heuristic) by means of a drastic reduction in the size of the input which is obtained by eliminating most of the data not containing any repeat with the given parameters. This is useful for exact approaches to repeat detection, but also for heuristics as it enables one to gain in speed as well as possibly obtain results of better quality. In general, a filter is useful if it is much faster than the search step that it preprocesses (otherwise one would rather directly perform the search), and is at the same time as selective as possible, thus leaving the least number of false positives, corresponding to fragments of the input conserved by the filter and that turn out not to contain a repeat. The lossless filter TUIUIU [25] was specifically designed to preprocess the inference of \((L, r, d)\)-repeats, and indeed it takes as input the same parameters \( L, r, \) and \( d \), as well as a set of one or more strings. The method consists in sliding a window \( w \) of length \( L \) along the input, checking whether there are at least \( r – 1 \) other fragments with which \( w \) fulfills a strong and fast-to-check necessary condition for being at edit distance at most \( d \) from the window \( w \). If this is the case, then \( w \) is kept; it is discarded otherwise. The windows taken into account are those starting at each possible position of the strings(s) \((O(n), where \( n \) is the length of the input string, or of the input set of strings),
while the fragments for which the condition is checked against \( w \) are overlapping blocks of size \( L + b + d \) occurring every \( b \) positions, where \( b \) is the smallest power of 2 strictly greater than \( d \). This choice, already adopted by previous filters \([7,28]\), allows one to consider \( n/b \) blocks only, thus gaining in speed. Informally, the necessary condition employed by \texttt{TUIUUU} is to detect blocks that share enough small exact fragments of a given size \( q \) (called \( q \)-grams) with the current window, moreover occurring in the same order in the window and in the block. Our algorithm begins with using \texttt{TUIUUU} and then in several steps it shrinks the outcome of the filter in order to output all and only actual repeats. At the end, no \((L, r, d)\)-repeats will be missed by \texttt{RIME}, while there can be (theoretically, as we actually had none in all our practical experiments) left some false positives with respect to the definition of \((L, r, d)\)-repeats, which would be (as we show in Section 3) repetitions larger than \( L \) and less conserved. The efficiency and accuracy of \texttt{RIME} is due to the use of \texttt{TUIUUU} also as a guide for directly targeting sites of possible repetitions that are the blocks where the filter had detected windows that fulfilled the necessary condition. Formally, we have the following.

**Definition 2 (Friend Block of a Window).** Given a window \( w \) of length \( L \) and a block \( B \) of length \( L + b + d \), we say that \( B \) is a friend of \( w \) if \( B \) fulfills the condition of the filter \texttt{TUIUUU}.

It was proved in \([25]\) that, if a window is part of an \((L, r, d)\)-repeat, and a block \( B \) contains another occurrence of the same \((L, r, d)\)-repeat, then \( B \) is a friend of \( w \). The filter is thus lossless. Moreover, the size chosen for the blocks guarantees that any occurrence of an \((L, 2, d)\)-repeat is always totally contained in at least one such block, and hence the filter remains lossless also after this choice.

On the other hand, given that what \texttt{TUIUUU} checks is just a necessary condition and not a sufficient one, then we may also have kept more than just \((L, r, d)\)-repeats. This is the first possible source of false positives among the friends of a window, which we denote by \( \text{FP}_{\text{cond}} \).

Furthermore, taking into account blocks rather than all possible fragments with a length in \([L - d, L + d]\), the selectivity of the filter becomes weaker as the necessary condition is checked against a block larger than the window, and strictly greater than \( L + d \) which is the largest possible length for a fragment to be at edit distance at most \( d \) from a window of size \( L \). In particular, nothing forbids that the \( q \)-grams that satisfy the condition and make a block \( B \) be a friend of a window \( w \) actually span over an interval of the input string that is too large to be part of an \((L, r, d)\)-repeat although properly included in \( B \). In other words, the fact that a window has a block as a friend does not necessarily mean that the block contains a fragment of size \( L + d \) that fulfills the condition with \( w \), and in this case the block is uselessly retained. This can thus be an additional source of false positives, which we denote by \( \text{FP}_{\text{block}} \).

The necessary condition for two strings to be at edit distance at most \( d \) is then inserted in a suitable framework for detecting fragments of the input data that fulfill the requirement with respect to at least \( r - 1 \) others. If \texttt{TUIUUU} keeps a window \( w \) that has at least \( r - 1 \) blocks as friends, then there is reasonable hope that \( w \) and at least one fragment inside each one of the blocks are at an edit distance at most \( d \) from one another, but there is no guarantee that any two blocks contain at least one fragment each that are also at a pairwise distance at most \( d \), or that they will all be kept by the filter. Indeed, any or both of the following cases can hold.

1. One or more pairs(s) of the friends of \( w \) may not fulfill the necessary condition between them. In other words, \( w \) has enough blocks that are its friends but these do not contain windows that have friends in the other blocks. Should we represent friendship as an edge between nodes that correspond to genomic fragments, the condition checked can be seen as guaranteeing a star-shaped structure with \( w \) as center, while the requirement would actually be of a clique. This is another case of false positive, which we denote by \( \text{FP}^* \).
2. It may turn out that a block that is friend of a window \( w \) is filtered out later during the filtering process because it does not contain any retained window. We call this an empty block. In this case, if too many blocks that are friends of \( w \) are empty, then \( w \) would be left with fewer than \( r - 1 \) non-empty blocks as friends and thus should have been discarded from further consideration.

Both cases can lead to \( w \) being a false positive should all these fragments be necessary for \( w \) to be part of an \((L, r, d)\)-repeat. For this reason, \texttt{TUIUUU} performs an additional check for empty blocks, as well as multiple passes to remove all empty blocks, and thus (sensibly) reduce the number of such false positives with a very small extra time requirement. For more details about \texttt{TUIUUU} and its optimization, the reader can refer to \([9,25]\). In general, when using \texttt{TUIUUU}, we make a double pass as a default choice.

**3. The algorithm RIME**

\texttt{RIME} has two versions: one to detect repeats occurring in distinct input sequences (in which case the frequency requirement \( r \) must be at most as large as the number of sequences given as input, and its meaning is that the occurrence must occur in at least \( r \) distinct sequences), and the other to detect repeats occurring (without overlapping) at least \( r \) times in a single sequence. We now describe the algorithm \texttt{RIME} that is designed to exploit the information obtained by \texttt{TUIUUU} to find \((L, r, d)\)-repeats. We start with some observations about windows contained in overlapping blocks, as the relation between windows and the blocks that contain them is critical in some steps of the algorithm, and also because we eventually merge overlapping blocks that turn out to contain a repeat in order to identify possibly longer repeats.
3.1. Overlapping blocks and blocks merging

We recall that the input string (strings) is (are) subdivided into blocks of size \( L + b + d \) that start every \( b \) positions.

**Definition 3** (Consecutive Windows and Consecutive Blocks). Two windows are said to be consecutive is one starts at position \( i \) and the other at position \( i + 1 \) for some \( 1 \leq i \leq n - L \). Two blocks are said to be consecutive if their starting positions \( c \) and \( c' \) are such that \( |c - c'| = b \).

**Definition 4** (Overlapping Blocks). Two blocks \( B \) and \( B' \), starting at positions \( c \) and \( c' \) respectively, are said to be overlapping (or to overlap) if \( |c - c'| < L - (b + d) \).

Two consecutive blocks, for example, are certainly overlapping and, in that specific case, they overlap by \( L + d \) positions.

**Observation 1.** Given a string \( S \), any word \( w = S[p, p + L - 1] \) of length \( L \) in \( S \) (with \( p \leq n - L + 1 \)) can be entirely contained in at most two consecutive blocks. In particular, if \( c \) is the starting position of a block, then we have that:

- if \( p \in [c, c + d] \), then \( w \) belongs to the consecutive blocks \( B_{i-1} = S[c - b, c + L + d - 1] \) and \( B_i = S[c, c + L + b + d - 1] \);
- if \( p \in [c + d + 1, c + b - 1] \), then \( w \) belongs entirely only to the block \( B_i = S[c, c + L + b + d - 1] \);
- if \( p \in [c + b, c + b + d] \), then \( w \) belongs to the consecutive blocks \( B_i = S[c, c + L + b + d - 1] \) and \( B_{i+1} = S[c + b, c + L + 2b + d - 1] \);
- no word of length \( L \) can be entirely contained in three or more blocks because \( b > d \), and hence no three blocks overlap in a portion of the input string(s) of length at least \( L \).

We define the merging of consecutive blocks in the following manner.

**Definition 5** (Block Merging). Given a window \( w \), let \( B_i = S[c, c + b + d + L - 1] \) and \( B_{i+1} = S[c + b, c + 2b + d + L - 1] \) be two consecutive blocks. A larger block \( B'_{i+1} = S[c, c + 2b + d + L - 1] \) of size \( L + 2b + d \) can be obtained by merging blocks \( B_i \) and \( B_{i+1} \). The definition can be extended in a straightforward way to the merging of \( k \) consecutive blocks \( B_i, B_{i+1}, \ldots, B_{i+(k-1)} \) of \( S \): merging the \( k \) blocks, we obtain an enlarged block \( B'_{i+(k-1)} = S[c, c + kb + d + L - 1] \) of size \( L + kb + d \).

### 3.2. Description of the algorithm

The algorithm RIME is divided into four main steps, which we now describe.

#### 3.2.1. Step 1: Filtering step

The first step consists simply in applying \texttt{uruu} with a double pass, which includes the optimization step that allows us to discard some false positives due to empty blocks. With respect to the filter introduced in [9,25], in order to collect information which is useful to speed up the next steps, we extend this first phase as follows. For all windows \( w \) kept by the filter, information about the non-empty blocks that are friends with \( w \) is stored in an array \texttt{friendsOfWindow} whose size is the number of possible windows of length \( L \) (that is, \( n - L + 1 \)) we recall that \( n \) is the total length of the input string(s). The entry \texttt{friendsOfWindow}[w] of a window \( w \) contains the list of the blocks that are friends of \( w \).

At the end of this step, the portion of the input that is left is the one containing kept windows, that is, those windows \( w \) for which the list \texttt{friendsOfWindow}[w] has size at least \( r - 1 \). In this way, a percentage of the initial string(s) is removed, and we are left with actual repeats plus some false positives. Recall that the three possible types of false positive (described in Section 2) are the following.

- \( FP_{\text{block}} \): due to the choice of checking the filtering condition for windows of size \( L \) against blocks of size \( L + d + b \).
- \( FP_{\text{cond}} \): due to fact that the condition the filter checks is a necessary but not sufficient condition.
- \( FP^* \): due to the condition being checked between a window and \( r - 1 \) or more blocks (star-wise) rather than among all such blocks (clique-wise).

Of course, there can be also false positives that are combinations of the three cases above.

#### 3.2.2. Step 2: Semiglobal alignment

In this step, each window kept by the filter after Step 1 is aligned to all the blocks that are its friends. After this step, only windows that have at least \( r - 1 \) other fragments that are at an edit distance smaller that \( d \) are kept. In other words, this step eliminates all \( FP_{\text{block}} \) and \( FP_{\text{cond}} \) false positives.

**Definition 6** (Mate Block of a Window). Given a window \( w \) of length \( L \) and a block \( B \) of length \( L + b + d \), we say that \( B \) is a mate of \( w \) if \( B \) contains \( w' \) such that \( d_{E}(w, w') \leq d \).
During this step, the array friendsOfWindow is replaced by a new one, which we call matesOfWindow, of the same size and such that matesOfWindow[w] contains the list of blocks that are mates of w (that are always a subset of those in friendsOfWindow[w]). This is achieved as follows.

For each window w kept after step 1, a semiglobal alignment between w (of length L) and B (of length L + b + d) is performed for all blocks in friendsOfWindow[w]. We build a rectangular dynamic programming matrix with w on the rows and B on the columns. The matrix is initialized with zeros on the first row. Indels and mismatches cost 1 and matches cost 0. Since w must be wholly aligned with a substring only of B, we need to check the last row: if there is a value lower or equal to d, then B contains a repeat of w, that is, a substring of length in \([L - d, L + d]\) such that its edit distance from w is at most d; in this case, B is inserted in the list matesOfWindow[w]; otherwise, the friendship of B with w was a false positive and B is not inserted in the list matesOfWindow[w]. If, for a window w, following the removal of blocks that actually turns friendsOfWindow[w] into matesOfWindow[w] we obtain that this latter is of size lower than \(r - 1\), then w is no longer a window to be kept, and is thus removed.

Each one of these alignments takes time \(L(L + b + d)\), and the number of alignments to be performed depends on the dataset and on the efficiency of the filtering phase, which can only be evaluated experimentally (see Section 4). A simple optimization with important practical impact is however possible. This optimization is based on the observation that there exists a relationship between the minimum cost of the alignment of a window w against a block B, and the minimum cost of the alignment of the next window \(w'\), that is, the window starting just one position after where w starts if such exists, and the same block B (that is likely to belong to friendsOfWindow[w'] if it did belong to friendsOfWindow[w]). Indeed, in this case we are removing the first row of the alignment between w and B, and adding an extra row at the bottom. If we denote by \(dist(w, B)\) the minimum value at the bottom row of the semiglobal alignment of a window \(w\) and a block \(B\), then we have that

\[
\text{dist}(w, B) - 1 \leq \text{dist}(w', B) \leq \text{dist}(w, B) + 1.
\]

Therefore, storing for each block B the minimum cost of the alignment with the last aligned window \(w\), it is possible to determine lower and upper bounds of the alignment cost between B and the next window \(w'\). As a result, if \(\text{dist}(w, B) \in [d, d + 1]\), then the alignment between \(w'\) and B must be computed, but if \(\text{dist}(w, B) \leq d - 1\) (respectively, \(\text{dist}(w, B) > d + 1\)), then we know for free that \(\text{dist}(w', B) \leq d\) (respectively, \(\text{dist}(w', B) > d\)), and the alignments do not need to be computed.

During this step, new empty blocks can be introduced: a false positive can be detected and discarded, and hence it may turn out that a block belonging to a list matesOfWindow[w] for some \(w\) is actually empty, that is, no window inside it is kept anymore. For this reason, a strategy of removal of empty blocks is performed also during the alignment step. This has the twofold effect of removing on the fly some FP+ and also of sparing some alignment computations.

At the end of this step, all false positives FPand and FPblock have been removed because now, for all windows w, matesOfWindow[w] only stores blocks containing at least one substring \(x\) of a length in \([L - d, L + d]\) whose edit distance to \(w\) is at most \(d\). Nevertheless, some FP+ possibly remain. These will be addressed in the next step.

3.2.3. Step 3: Clique detection among block mates

At the beginning of this step, we have a set of windows that can either represent a real repeat, or an FP+ false positive. For each such window \(w\), we know that, in each block belonging to matesOfWindow[w], there is a fragment at edit distance no greater than \(d\) to \(w\), but this is not enough to guarantee that \(w\) is part of an actual repeat. In order to ensure that, in every pair of blocks \(B_i, B_j \in \text{matesOfWindow}[w]\), there must be at least two fragments \(f_i\) and \(f_j\), with \(f_i \in B_i\) and \(f_j \in B_j\), such that (i) \(d_E(f_i, w) \leq d\) (respectively, \(d_E(f_j, w) \leq d\)), and (ii) \(d_E(f_i, f_j) \leq d\). The existence of at least one fragment per block that fulfills condition (i) is guaranteed by the previous steps, but the actual stronger requirement is that the same fragments \(f_i\) and \(f_j\) that fulfill condition (i) must fulfill condition (ii) as well. Another way to see the problem we are about to address is to represent each window and each fragment \(f_i\) as vertices of a graph, and to place an edge between two vertices if these are at edit distance at most \(d\) from one another. In this way, the selection made up to this step guarantees that each vertex \(w\) is the center of a star-shaped subgraph that has at least \(r - 1\) edges, but the actual requirement is for this subgraph to be a clique.

Notice that, should we actually build such a graph, we would have to deal with very noisy data. For example, if a window \(w\) has a block B as a mate, then we know that B contains at least one \(f_j\) such that \(d_E(f_j, w) \leq d\). It is however unlikely that such \(f_j\) is unique, because this would mean in particular that \(d_E(f_j, w) = d\) exactly equals to \(d\). Indeed, if it were that \(d_E(f_j, w) = d - \delta\) for some \(\delta > 0\), then any other fragment \(f_i\) in B at edit distance at most \(\delta\) from \(f_j\) (such as, for example, all fragments obtained from \(f_j\) by extending it from one to \(\delta\) positions at any of its two sides, or deleting from one to \(\delta\) of its characters, or a combination of the two, etc.) would also correspond to a vertex in the graph and be connected with an edge to \(w\). The result would be a graph with many spurious vertices, and with a locally high density of edges that would in practice heavily slow down a clique detection task because it would get close to the conditions of the worst case of the clique detection problem which is known to be computationally hard.

In order to overcome this drawback, we relax the constraint over the length \(L\) and, using the information stored in matesOfWindow, build another array of lists, called matesOfBlock, where, for each block B, we now store the list of non-empty (possibly overlapping) blocks that are mates of the windows contained in B and kept after the alignment step. Two blocks \(B_i\) and \(B_j\) are mate blocks if there is a fragment \(f_i \in B_i\) and a fragment \(f_j \in B_j\) such that \(d_E(f_i, f_j) \leq d\). The construction of the matesOfBlock data structure is performed during the semiglobal alignment step at the same time as the
update of the matesOfWindow array. When we find that a window \( w \) has at least \( r - 1 \) non-overlapping blocks that are mates, we detect all the blocks \( B \) (there are at most two by Observation 1) that contain \( w \), and add the list of mate blocks stored in matesOfWindow[\( w \)] to the list matesOfBlock[\( B \)] for each such \( B \). The matesOfBlock data structure is the adjacency list representation of the undirected graph in which we look for maximal cliques of size at least \( r \) non-overlapping mate blocks.

In this way, we have reduced our problem to that of finding sets of size at least \( r \) of blocks that are pairwise mates: any \((L, r, d)\)-repeat would result into such a clique and, moreover, any such clique that is not an \((L, r, d)\)-repeat would actually be included in an \((L, r, D)\)-repeat with \( D > d \). Notice that \( D \) is bounded by the fact that the block has size \( L + b + d \) and the fact that it is known to contain a fragment at distance \( d \) (and not \( D \)) from a window of size \( L \). Keeping such \((L, r, D)\)-repeats with \( D > d \) leads to have theoretically some false positives with respect to the initial target of \((L, r, d)\)-repeats. These are still repetitions, but less conserved than \((L, r, d)\)-repeats, and hence objects that could still be interesting and that are in general even harder to find, and for these reasons we chose not to spend computational time to take care of discarding them. We must say that in none of our experiments did we actually find \((L, r, D)\)-repeats that were not \((L, r, d)\)-repeats in the results.

To find maximal cliques in the graph of mate blocks, we use the Bron–Kerbosch [6] algorithm. This is a recursive backtracking procedure that augments a candidate clique by considering one vertex at a time, either adding it to the candidate clique or to a set of excluded vertices that cannot be in the clique but must have some non-neighbor in the eventual clique.

More precisely, we used an optimized version of the Bron–Kerbosch algorithm reported in the same paper [6]. This variant involves the selection of a “pivot” vertex for which two strategies were later investigated in [14]. We tested both selection strategies on several distinct types of biological sequences, and we ended up choosing as pivot the vertex with largest degree because this strategy always outperforms the other one in our experiments. Despite the hardness of clique finding, the characteristics of the graph of mate blocks after all our filtering together with the strategy of the Bron–Kerbosch algorithm, this step turns out – as we shall see in our experiments – to be fast.

### 3.2.4. Step 4: Removing clique redundancy

After all maximal cliques of the mate blocks graph have been found, there is a final step that refines the results by removing several kinds of possible redundancies in the cliques obtained. We now describe these and the solutions we adopted for their detection and removal. Moreover, we show how some specific redundancies in the set of cliques found during the previous step can actually be due to a wrong setting of the parameters, corresponding for instance to an underestimation of the frequency of a repeat, or of its length, or to an overestimation of the repeat conservation. We show how RIME can detect such events, and then possibly tune the parameters and highlight repeats that are – strictly speaking – false positives with respect to the actual definition of \((L, r, d)\)-repeat, but in practice interesting regularities in the input string(s).

**Merging the blocks.** It is possible that two different cliques actually represent a same repeat. Indeed, consider a pair of consecutive entries \( i \) and \( i + 1 \) in matesOfBlock corresponding to two consecutive blocks \( B_i \) and \( B_{i+1} \) that share a window \( w \) kept after the semiglobal alignment step because it has at least \( r - 1 \) non-overlapping mate blocks. If \( w \) is not an \( FP^* \), the Bron–Kerbosch algorithm would find two cliques: \( C = B_i \cup \) matesOfWindow[\( w \)] and \( C' = B_{i+1} \cup \) matesOfWindow[\( w \)]. Aligning the blocks of both cliques \( C \) and \( C' \), the same repeat is found, as the only two blocks in which \( C \) and \( C' \) differ contain the same occurrence \( w \) of the repeat.

This kind of redundancy in the output can be avoided by storing in matesOfBlock[\( i \)] and matesOfBlock[\( i + 1 \)], when they are created in place of matesOfWindow[\( w \)]; also the blocks \( B_{i+1} \) (respectively \( B_i \)). In this way, the Bron–Kerbosch algorithm would find only the clique \( C = \{ B_i, B_{i+1} \} \cup \) matesOfWindow[\( w \)]

On the other hand, the same type of redundancy now occurs within a single clique because \( B_i \) and \( B_{i+1} \) represent the same occurrence of a repeat. In particular, it can be the case now that the size of the clique is erroneously judged large enough (i.e., with at least \( r \) blocks), while the real number of occurrences of the repeat is smaller. In order to remove this type of redundancy inside a clique, we merge the consecutive blocks composing it. A clique \( C = \{ B_i, B_{i+1} \} \cup B \) (where \( B \) is a set of blocks) thus becomes \( C' = B_{i+1} \cup B \). This merging inside cliques is performed when a new block is added to a candidate clique. Therefore, the frequency check (i.e., the check whether the size of the clique is at least \( r \)) is done after the merging operations. An example of the merging of consecutive or overlapping blocks is shown in Fig. 1. Observe that the block merging operation is applied also to overlapping blocks that are present inside a clique because they represent overlapping occurrences of a same repeat (which we are not interested in detecting), while no two non-overlapping occurrences of a same repeat can be included in two consecutive blocks unless \( b > L \).

A clique may include more than two consecutive or overlapping blocks if they contain overlapping occurrences of a same repeat. In this case, only one block that is the union of all consecutive and overlapping blocks is returned as part of the clique. In the alignment, we therefore see only one long occurrence. When multiple strings are given as input to the algorithm, and we search for repeats occurring in at least \( r \) strings, this procedure requires an exhaustive enumeration of the cliques representing all the existing repeats because, even merging consecutive and overlapping blocks, we keep at least one block for each string in which at least one occurrence of the repeat represented by the clique exists.
When there is only one string given as input, and we look for repeats having at least \( r \) non-overlapping occurrences in the string, on the contrary, we may miss some repeats. Indeed, the described procedure may merge all blocks that contain an occurrence of a repeat if they all are consecutive, but some non-overlapping occurrences of the repeat may be present in these blocks and hence are missed. In order to avoid this problem, in the version of the algorithm for a single input string, the operation of merging is performed for at most \( \left\lfloor \frac{L - b - d - 1}{b} \right\rfloor \) consecutive blocks. In this way, we do not miss any non-overlapping occurrence of a repeat because this limited number of windows spans over a portion of the input in which there is not enough room for two non-overlapping occurrences of a repeat.

**Enlarging the blocks.** We have seen how to remove redundancy within a clique. We now show another kind of redundancy that involves two or more cliques that, indeed, turn out to actually represent different parts of a same repeat. Consider, for example, the following set of cliques with \( r = 2 \):

\[
\begin{align*}
C &= B_i, B_j \\
C^1 &= B_{i+1}, B_{j+1} \\
C^2 &= B_{i+2}, B_{j+2} \\
&\vdots \\
C^k &= B_{i+k}, B_{j+k}
\end{align*}
\]

In this case, it is plausible to think that in the input strings there exists a repeat of size greater than \( L \) whose occurrences are the concatenation of the occurrences of shorter \( k + 1 \) overlapping repeats, each one being represented by one of the cliques \( C, C^1, C^2, \ldots, C^k \). This means that the user underestimated the length \( L \) of the repeats to be sought. This produces an output that is difficult to read and manage because there is a redundant number of cliques for the same repeat. To address this problem, in this case, we merge consecutive blocks contained in the consecutive cliques, and return only the clique \( C = B_{i+n}, B'_{j+n}, B'_k, B'_{j+n} \) representing the longer repeat. We denote the merging of consecutive blocks between different cliques by **Block Enlarging**. An example is shown in Fig. 2.

The two situations – having consecutive and overlapping blocks inside the same cliques and in different cliques – may happen simultaneously.

In addition, it may happen also that only some occurrences of a longer repeat are the concatenation of occurrences of shorter repeats. In this case, we could report only the clique composed of blocks obtained by merging consecutive blocks in different cliques. Then, looking at the alignment of blocks in \( C \), it will be clear that there exists a short repeat that can be further extended, possibly losing some occurrences. On the contrary, the merging of consecutive blocks contained in two different cliques is not performed if there exist at least two blocks that are not consecutive or overlapping in the two cliques.

### 3.3. Tuning the parameters

When we search for cliques of maximal size (and not just of size at least \( r \)), we may find one clique \( C \) of size \( R > r \). In that case, we only output that repeat and, in particular, we do not output any clique among those included in \( C \). Specifically, we avoid returning repeats that occur from \( r \) to \( R - 1 \) times, and hence formally fail to output a repeat that satisfies the initial requirements. This is made to avoid a redundant output, and actually suggests to the user that, at least for that repeat, the frequency, and hence the parameter \( r \), had been underestimated. This is the first kind of parameter tuning performed by **RIME**.

The second type of parameter tuning takes place when we perform block enlarging: we actually find repeats of size larger than \( L \) and, consequently, with more than \( d \) pairwise differences. These can be obtained by putting together all the repeats of consecutive blocks (that overlap), like \( u \) and \( v \) in Fig. 3, where an example of the enlarging of two blocks is shown.
Let $B$ be a pair of enlarged blocks of $k$ consecutive blocks, and let $\text{rep}$ be the consequently enlarged repeat. The enlarged blocks contain occurrences of the repeat rep having length at most $L + kb + d$ with at most $kd$ pairwise differences.

**Proof.** Let $B$ and $B'$ be any pair of enlarged blocks obtained from, respectively, the consecutive blocks $B_1, B_2, \ldots, B_k$ and $B'_1, B'_2, \ldots, B'_k$, and let the two enlarged repeats $u$ (in $B$) and $v$ (in $B'$) be obtained from, respectively, $u_1, \ldots, u_k$ and $v_1, \ldots, v_k$ such that, for $1 \leq i \leq k$, we have that $u_i$ (respectively, $v_i$) is the occurrence included in $B_i$ (respectively, in $B'_i$) of the $i$th out of $k$ ($L, r, d$)-repeats. An enlarged block built from $k$ consecutive blocks has size $L + kb + d$, and thus this is the upper bound on the size of any occurrence of repeat it may contain.

We now show that $d_E(u, v) \leq kd$. Let us first prove the result for $k = 2$, and then we show how to extend the proof to any value of $k$. The situation with $k = 2$ is depicted in Fig. 3. Let $p_u$ (respectively, $p_v$) be the position of $u_1$ (respectively, $v_1$) where this starts overlapping $u_2$ (respectively, $v_2$), and let $q_u$ (respectively, $q_v$) be the position of $u_2$ (respectively, $v_2$) when this stops overlapping $u_1$ (respectively, $v_1$). These are shown in Fig. 3. Notice that $p_u$ and $p_v$ are not necessarily equal, and the same holds for $q_u$ and $q_v$. Notice also that $u_1[p_u, |u_1|]$ is identical to $u_2[1, q_u - 1]$ (respectively, $v_1[p_v, |v_1|] = v_2[1, q_v - 1]$) because they represent the same fragment of the input string. Moreover, let $u$ (respectively, $v$) be the occurrence of the enlarged repeat: $u$ (and similarly $v$, which we do not detail) is composed of the prefix $u_1[1, p_u - 1]$ of $u_1$ concatenated to $u_1[p_u, |u_1|] = u_2[1, q_u - 1]$ and to the suffix $u_2[q_u, |u_2|]$ of $u_2$. By hypothesis, we have that $d_E(u_1, v_1) = d_1 \leq d$ and $d_E(u_2, v_2) = d_2 \leq d$. Let us consider the optimal alignment of $u_1$ and $v_1$: this can be seen as the concatenation of that involving the prefix $u_1[1, p_u - 1]$ of $u_1$ (corresponding to the area indicated as ‘left’ in Fig. 3), and that involving the remaining $u_1[p_u, |u_1|]$ (corresponding to the area indicated as ‘center’); let us denote by $d_{left}$ the number of edit operations of the first portion of the alignment, and by $d_{center}$, the number of edit operations of the second portion. We have that $d_1 = d_{left} + d_{center} \leq d$. Similarly, taking into account the best alignment of $u_2$ and $v_2$, we can state that
Formally, the selectiveness of both steps (1) and (2) of Rime over overlapping substrings of length $L$ to the amount of data left after the first and the second steps (that is, the filtering and then the semiglobal alignment that Rime organisms performs). Performances of the different steps of Rime are evaluated in terms of running time and of selectiveness relatively to the amount of data left after the first and the second steps (that is, the filtering and then the semiglobal alignment that removes $F_{\text{cons}}$ and $F_{\text{block}}$). The selectiveness of these two steps is defined as the ratio between the number of non-removed overlapping substrings of length $L$ and the total number of overlapping substrings of length $L$ present in the input sequences. Formally, the selectiveness of both steps (1) and (2) of Rime is given by $\text{sel} = \frac{\text{number of words of length } L \text{ kept by Rime step}}{\text{number of words of length } L \text{ in the input sequences}}$.

A possible application of $(L, r, d)$-repeats is to the detection of LTR sequences (LTR is the acronym for Long Terminal Repeats, which are sequences of about 300 bp length repeated at both ends of a transposable element). As a first experiment, we applied Rime to four different datasets composed of a single BAC sequence of the Sunflower, using length parameters in agreement with the expected structure of LTRs ($L = 200$, $300$, with $d = 20, 30$, respectively).

Tables 1 and 2 report the results of Rime for one of these four datasets denoted by backKnapp and containing 107 161 bases, using respectively $r = 2$ and $r = 3$. The results for the other three datasets were essentially equivalent to those we report here (data not shown).

Analyzing in detail the performance of each single step of Rime, we observe that, as expected, the most time-consuming part is the semiglobal alignment between windows and friend blocks (except for the special case of the last line of Table 2, which we specifically comment on later). However, we are able to perform the alignment task in reasonable time for all parameters (and this holds for all the four datasets) because the preprocessing filtering step sensibly reduces the input size.

The other step with a high theoretical computational complexity is the clique detection performed on the graph of mate blocks. However, we observe that, even though the Bron–Kerbosch algorithm applied to an $n$-vertex graph has a time complexity exponential in $n$, the clique detection step is very fast in all tests, and even more when $r = 3$ instead of 2, because it is performed on small graphs of mate blocks thanks to the filtering of the input sequences and the small number of false positives that remain after the semiglobal alignment step. As concerns the number of detected cliques, we can see that our strategy of compression of the output allows us to obtain smaller one. Indeed, Rime returns very few repeats, especially when $r = 3$. Finally, the last two lines of Table 2 report tests in which the allowed edit distance is pushed quite far (45 edit operations allowed in a 300 base long repeat, meaning 15% of the repeat length). No new result appears in this case, but we can see that the time performances of Rime are good, even if the filter helps much less and takes more time.

### Table 1

<table>
<thead>
<tr>
<th>$L$</th>
<th>$d$</th>
<th>Filter Sel Time(s)</th>
<th>Semiglobal align Sel Time(s)</th>
<th>Clique detection Time(s) #cliques</th>
<th>Total Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>20</td>
<td>0.50</td>
<td>12.47%</td>
<td>10.32%</td>
<td>8</td>
</tr>
<tr>
<td>300</td>
<td>30</td>
<td>0.49</td>
<td>12.12%</td>
<td>9.85%</td>
<td>5</td>
</tr>
</tbody>
</table>

$d_2 = d_{\text{center}_2} + d_{\text{right}} \leq d$, where $d_{\text{center}_2}$ is the number of edit operations between $u_2[1, q_2 - 1]$ and $v_2[1, q_2 - 1]$, while $d_{\text{right}}$ is the difference between what remains of both (in the area denoted by ‘right’ in Fig. 3). We observe that, given that $u_1[p_1, |u_1|] = u_2[1, q_2 - 1]$ and $v_1[p_1, |v_1|] = v_2[1, q_2 - 1]$, then $d_{\text{center}_1} = d_{\text{center}_2}$, and hence we call them both just $d_{\text{center}}$. We can build an alignment of $u$ and $v$ simply concatenating the left portion of the alignment of $u_1$ and $v_1$, the alignment in the center for the fragments where $u_1$ and $u_2$ overlap, and the overlap of $v_1$ and $v_2$, and the right portion of the alignment between $u_2$ and $v_2$. Therefore, we have an alignment of $u$ and $v$ with only $d_{\text{left}} + d_{\text{center}} + d_{\text{right}}$ edit operations, and hence $d_E(u, v) \leq d_{\text{left}} + d_{\text{center}} + d_{\text{right}} \leq d_1 + d_2 \leq 2d$.

The case of $k > 2$ is a straightforward extension of the one for $k = 2$. What changes is that there are $k - 1$ areas $\text{center}_1, \ldots, \text{center}_{k-1}$, and $k$ alignments between $u_i$ and $v_i$ for each $i = 1, \ldots, k$. Similarly, the numbers of edit operations in the internal portions of the alignments all collapse to be equal within the same column ‘center’ for $j = 1, \ldots, k - 1$. Therefore, the outcome is that $d_E(u, v) \leq d_{\text{left}} + d_{\text{center}_1} + \cdots + d_{\text{center}_{k-1}} + d_{\text{right}} \leq d_1 + \cdots + d_k \leq kd$. This concludes the proof. □

It is worth observing that the bound on the distance in Proposition 1 above is tight only in the case in which each $d_i$ is equal to $d$, and all $d_{\text{center}}$ are equal to 0. Although theoretically possible, this is quite unlikely: it would mean that there are as many as $d$ total differences between $u_i$ and $v_i$ for each $i = 1, \ldots, k$, and that, given that it must be that all $d_{\text{center}}$ are 0, they are all in the ‘left’ region between $u_1$ and $v_1$ and in the ‘right’ region between $u_k$ and $v_k$: this is a very special case that can only hold only for $k = 2$.

### 4. Experiments and discussion

#### 4.1. Validation of Rime

We now show the results of an extensive set of tests performed to validate Rime for finding $(L, r, d)$-repeats in biological datasets. The datasets selected were as follows. 1: a set of BAC sequences of the Sunflower (backKnapp dataset), 2: the whole genomes of three strains of Saccharomyces cerevisiae [18], and 3: a dataset of sequences obtained from [3] and which represent the ortholog regions of the cystic fibrosis transmembrane conductance regulator (CFTR) gene for five different organisms. Performances of the different steps of Rime are evaluated in terms of data left after the first and the second steps (that is, the filtering and then the semiglobal alignment that removes $F_{\text{cons}}$ and $F_{\text{block}}$). The selectiveness of these two steps is defined as the ratio between the number of non-removed overlapping substrings of length $L$ and the total number of overlapping substrings of length $L$ present in the input sequences. Formally, the selectiveness of both steps (1) and (2) of Rime is given by $\text{sel} = \frac{\text{number of words of length } L \text{ kept by Rime step}}{\text{number of words of length } L \text{ in the input sequences}}$.

A possible application of $(L, r, d)$-repeats is to the detection of LTR sequences (LTR is the acronym for Long Terminal Repeats, which are sequences of about 300 bp length repeated at both ends of a transposable element). As a first experiment, we applied Rime to four different datasets composed of a single BAC sequence of the Sunflower, using length parameters in agreement with the expected structure of LTRs ($L = 200$, $300$, with $d = 20, 30$, respectively).
4.2. Comparison with other algorithms
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For longer repeated sequences such as transposons and retrotransposons, nothing is selected, as expected, probably chromosome III, YDRWdelta19 and YDRWdelta28 in chromosome IV, and YLRWdelta14 and YLRWdelta23 in chromosome X.

Blocks composing a detected clique contain occurrences of the following annotated LTRs: YCLWdelta3 and YCLWdelta5 in part of retrotransposons, or else match with the sequences of putative proteins of unknown function. For example, the in 10% or even more of their positions in terms of substitutions and indels. For this reason, we cannot compare RIME with other methods solving the same problem. In this section, we report instead the results of experiments performed to compare RIME with existing methods for local similarity search. In particular, as the major strength of RIME is its capacity to identify repeats in more than two input sequences, we concentrated our attention on existing methods for multiple local sequence alignment. It is important to observe, however, that the output provided by RIME and the one provided by multiple local alignment approaches are different because the tasks addressed by the two kinds of method are not the same. Indeed, RIME returns distinct alignments for each found repeat and its occurrences, while the output of multiple local alignment methods is the alignment of whole input sequences in which we can identify local similarity areas (the repeats) by looking at the alignment.
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<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performances of the different phases of RIME to find ((L, r, d))-repeats on the Sunflower backKnapp dataset (107 161 bases), with (r = 3).</td>
</tr>
<tr>
<td>(L)</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>300</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performances of the different phases of RIME to find ((L, r, d))-repeats on the s288c+w303 dataset (26 392 324 bases) of the S. cerevisiae, with (r = 3).</td>
</tr>
<tr>
<td>(L)</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>300</td>
</tr>
<tr>
<td>5000</td>
</tr>
</tbody>
</table>

In addition, in order to validate our results, we compared the repeats identified by RIME in the Sunflower with the ones found by the signature-based repeat finding method LTR_FINDER [33]. Given that no annotation is available yet, the output of such a tool is the only result we can compare ours to. We observed that all the repeats identified by the other method are found also by RIME. The latter however returns also further repeats which are not identified by the former. These results suggest that RIME can provide a fast solution to the problem of finding long repeats representing LTRs.

We performed experiments on the dataset s288c+w303 composed of the whole genomes (16 chromosomes each) of three different strains of S. cerevisiae: RefSeq (that is fully annotated in the Saccharomyces Genome Database), S288c and W303, for a total of 26 392 324 bases. The dataset was preprocessed by the REGENDER algorithm [4] (the reported size is the one after REGENDER is applied) in order to remove the resident genome (i.e., the total immotile DNA), which is equal among all the strains and does not contain mobile elements like transposons. The goal of applying RIME to this dataset is to detect transposable elements and LTRs that are shared by the three strains, and that could not be detected by means of a traditional global alignment because, in general, being part of the most mobile DNA, they have lost their co-linearity.

Table 3 reports the results of the tests performed to find \((L, r, d)\)-repeats characterized by the following parameters: \(r = 3, L = 200, 300, 5000\) with \(d = 20, 30, 500\), respectively, in the s288c+w303 dataset. We chose these parameters based on the peculiar structure of the transposons that can be found from the annotation of RefSeq provided in the Saccharomyces Genome Database (available at http://www.yeastgenome.org): they are long, between 5000 and 6000 bases, and are delimited by two LTRs of 200–300 bases.

Basically, all the observations we made for the Sunflower data set hold here as well, including the fact that our algorithm is a good candidate to detect LTRs. For this dataset indeed an annotation is available, and hence in this case we could validate our results. In particular, we checked whether the repeats found by RIME in these strains of S. cerevisiae correspond to real LTRs whose annotation is available in the Saccharomyces Genome Database (http://www.yeastgenome.org). We found that the repeats identified using parameters \(L = 300, d = 30, r = 2\) actually either correspond to real LTRs, or are part of retrotransposons, or else match with the sequences of putative proteins of unknown function. For example, the blocks composing a detected clique contain occurrences of the following annotated LTRs: YCLWdelta3 and YCLWdelta5 in chromosome III, YDRWdelta19 and YDRWdelta28 in chromosome IV, and YLRWdelta14 and YLRWdelta23 in chromosome XII. For longer repeated sequences such as transposons and retrotransposons, nothing is selected, as expected, probably because the maximum of 10% differences allowed is not the right framework to capture the divergence among transposons.

4.2. Comparison with other algorithms

To the best of our knowledge, RIME is the first ab initio non-heuristic algorithm that can deal with repeats occurring in possibly more than two sequences, that have length of hundreds or thousands of bases, and whose occurrences may differ in 10% or even more of their positions in terms of substitutions and indels. For this reason, we cannot compare RIME with other methods solving the same problem. In this section, we report instead the results of experiments performed to compare RIME with existing methods for local similarity search. In particular, as the major strength of RIME is its capacity to identify repeats in more than two input sequences, we concentrated our attention on existing methods for multiple local sequence alignment. It is important to observe, however, that the output provided by RIME and the one provided by multiple local alignment approaches are different because the tasks addressed by the two kinds of method are not the same. Indeed, RIME returns distinct alignments for each found repeat and its occurrences, while the output of multiple local alignment methods is the alignment of whole input sequences in which we can identify local similarity areas (the repeats) by looking at the alignment.

We compared RIME to some of the most popular multiple local alignment methods on the CFTR dataset [3] composed of five ortholog regions of the cystic fibrosis transmembrane conductance regulator gene in chicken, cow, human, mouse...
Table 4
Performances of the different steps of Rime to find \((L, r, d)\)-repeats in the CFTR dataset (5,518,041 bases), with \(L = 100\) and \(r = 5\).

<table>
<thead>
<tr>
<th>(d)</th>
<th>Filter</th>
<th>Time (s)</th>
<th>Sel</th>
<th>Semiglobal align</th>
<th>Time (s)</th>
<th>Sel</th>
<th>Clique detection</th>
<th>Time</th>
<th>Total #cliques</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>64.20</td>
<td>0.05%</td>
<td></td>
<td>56.56</td>
<td>0</td>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>120.76</td>
</tr>
<tr>
<td>12</td>
<td>1017.51</td>
<td>0.01%</td>
<td></td>
<td>0.88</td>
<td>0</td>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1018.39</td>
</tr>
<tr>
<td>14</td>
<td>3772.65</td>
<td>0.02%</td>
<td></td>
<td>1.41</td>
<td>0.001%</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>0.00</td>
<td>3774.06</td>
</tr>
<tr>
<td>15</td>
<td>7128.19</td>
<td>0.05%</td>
<td></td>
<td>740.01</td>
<td>0.003%</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.01</td>
<td>7868.21</td>
</tr>
</tbody>
</table>

Table 5
Results of several multiple local sequence alignment tools on the CFTR dataset.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Class</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA [17]</td>
<td>Exact</td>
<td>Manages sequences of a total length of at most 12,500 characters</td>
</tr>
<tr>
<td>ClustalW [31]</td>
<td>Progressive</td>
<td>Runs for more than 38 h</td>
</tr>
<tr>
<td>TCoffee [21]</td>
<td>Progressive</td>
<td>Runs out of memory</td>
</tr>
<tr>
<td>Kalign [16,15]</td>
<td>Progressive</td>
<td>Runs for more than 28 h</td>
</tr>
<tr>
<td>DiAlign [30]</td>
<td>Iterative</td>
<td>Runs out of memory</td>
</tr>
<tr>
<td>MUSCLE [8]</td>
<td>Iterative</td>
<td>Runs out of memory</td>
</tr>
</tbody>
</table>

and tetra. This is the smallest dataset (5.5 Mbases) composed of more than two sequences that we have studied in our work. Experiments were run on an Intel® Quad-core Xeon® E5405/2 GHz with 10 GB of RAM. Table 4 reports the results of experiments performed on the CFTR dataset. We used the same parameter settings as for the experiments reported in the previous section, except that here we set \(r = 5\). The whole set of parameters is thus \(L = 100\), \(r = 5\) and \(d = 7, 12, 14, 15\).

We can see that, for low values of \(d\), no repeat is detected, while, for larger values, there is a repeat that our algorithm is fast to find, despite the fact that its occurrences pairwise show 15% differences. We have tried to search for other methods able to find the same results with which we could compare the performances of Rime. Table 5 summarizes the results of the comparison. As we can see, none of the tested methods was able to manage, in reasonable time and without huge memory usage, inputs as large as the one provided by the sequences in the CFTR dataset. In contrast, as shown in Table 4, Rime ends its computation in reasonable time on this dataset with these parameters.

5. Conclusion and perspectives

The problem of finding long repeats is computationally challenging when a non-negligible number of insertions, deletions and substitutions are allowed among the occurrences of the repeats. An exhaustive discovery of such repeats might indeed be unfeasible for many instances. Rime is, to the best of our knowledge, the first algorithm that can deal with repeats occurring possibly several times, having a length up to a few thousands of bases, and whose occurrences may differ in 10% or more of their positions among substitutions and indels. This is achieved by using a filter as a preprocessing step, and using the information gathered during the filtering phase in order to then speed up a dynamic-programming-based alignment step performed to infer the repeats. Although in theory the current version of Rime might return some false positives due to the introduction of a localized heuristic step in the method, we never observed such false positives in practice. A possible future work will consist in clearly evaluating this false positive rate and in finding a new way for addressing the problem. We also intend to investigate further the application of Rime for finding mobile elements in genomes. Following the studies of [4,20], the tool could be applied to whole datasets of many strains of the same genome that have been preprocessed by removing the resident genome. Finally, we can use Rime also to detect repeated regions of genomes by examining raw sequencing data only and detecting fragments that are repeated sensibly more than the sequencing coverage; in this way we could extend our [26] approach to the detection of structural variants larger than point mutations and also resolve loops in bubble detection on de Bruijn graphs [5].
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