Fundamenta Informaticae XX (2009) 1-15 1
10S Press

P Systems with Transport and Diffusion Membrane Channels

Roberto Barbuti, Andrea Maggiolo-Schettini, Paolo Milazzo
Dipartimento di Informatica, Universitdi Pisa

Largo Pontecorvo 3, 56127 Pisa, Italy

Email: {barbuti, maggiolo, milazzZg@di.unipi.it

Simone Tini

Dipartimento di Scienze della Cultura, Politiche e delfénmazione
Universit dell'Insubria

Via Carloni 78, 22100 Como, Italy

Email: simone.tini@uninsubria.it

Abstract. P Systems are computing devices inspired by the structuréharfunctioning of a living
cell. AP System consists of a hierarchy of membranes, eattieof containing a multiset of objects,
a set of evolution rules, and possibly other membranes.ufieol rules are applied to the objects of
the same membrane with maximal parallelism. In this papepresent an extension of P Systems,
called P Systems with Membrane Channels (PMC Systems),ichvalembranes are enriched with
channels and objects can pass through a membrane onlyéfdhechannels on the membrane that
enable such a passage. We show that PMC Systems are unaxgsdf only the simplest form of
evolution rules is considered, and we give two applicatiameples.

1. Introduction

P Systems were introduced by Paun in [4] as distributedllph@mputing devices inspired by the
structure and the functioning of a living cell. A P System gists of ahierarchy of membrane®ach

of them containing a multiset afbjects representing molecules, a setesfolution rules representing
chemical reactions, and possibly other membranes. For@asttion rule there are two multisets of
objects, describing the reactants and the products of thmiclal reaction. A rule in a membrane can be
applied only to objects in the same membrane. Some objeothiped by the rule remain in the same
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membrane, others are semit of the membrane, others are samb the inner membranes, which are
identified by their labels. Evolution rules are applied withximal parallelism meaning that it cannot
happen that some evolution rule is not applied when the tdojeeded for its triggering are available.

Many variants and extensions of P Systems exist that in¢eatares to increase their expressiveness
and that are based on different evolution strategies. Antbagnost common extensions we mention
P Systems with dissolution rules that allow a membrane tapgisar and release in the environment
all the objects it contains. We mention also P Systems wittrifies, in which a priority relationship
exists among the evolution rules of each membrane and cameiitié the applicability of such rules, and
P Systems with promoters and inhibitors, in which the appiiity of evolution rules depends on the
presence of at least one occurrence and on the absencetredpeof a specific object. Moreover, we
mention P Systems with symport/antiport rules that allowwianeous trans-membrane transportation
of objects either in the same direction (symport) or in ojfpadirections (antiport). See [1, 5] for the
definition of these (and other) variants of P Systems, anddi7h complete list of references to the
bibliography of P Systems.

In this paper we present another extension of P SystemeddalSystems with Membrane Channels
(PMC Systems), in which the passage of objects through mamabris not always allowed. In particular,
membranes are associated with channels that enable thegpagsbjects through the membrane itself.
Objects can pass through a membrane only if there are clsaonghe membrane that enable such a
passage.

The definition of this extension of P Systems has a biologitspiration. In fact, the passing of
proteins and other molecules through cell membranes idlysnade possible by other proteins, actually
called membrane channels or membrane transport protetishware placed on membrane surfaces.
Such proteins either create a small hole through which mitdsccan freely pass (in this case they are
called diffusion channels) or behave as a pump by bindingdtecules on one side of the membrane,
pushing them on the other side and releasing them (in thestbay are called transport channels).

We show, with a simple example of a system compufhghat PMC Systems may be more succinct
than the P Systems computing the same functions. Moreoesshaw that PMC Systems are universal
even if only the simplest form of evolution rules is cons&tbrnamely non—cooperative rules. Finally,
we give two application examples to show that membrane aHaman ease the description of biological
systems when PMC Systems are used as a modeling formalisimyeicompare PMC Systems with
other variants of P Systems.

2. P Systems with Membrane Channels

In this section we recall the definition of standard P Systeand then we define their extension with
membrane channels. We will denote multisets over a finitesddpt as strings of alphabet symbols. More
precisely, let* be the set of all strings over an alphabégtincluding the empty one, denoted hy For

a € V andzx in V* we denote byz|, the number of occurrences ofin z. If V = {ay,...,a,} (the
ordering is important here), then the Parikh mapping f defined by (z) = (|z|a;, - - -, |Za, ). The
definition is extended in the natural way to languages. Agtrirepresents the multiset overwith the
multiplicities of objectsuy, . .., a, as given byl (z).
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2.1. P Systems

A P System consists oftderarchy of membrandbat do not intersect, with a distinguishable membrane,
called theskin membranesurrounding them all. As usual, we assume membranes tobleéeth by
natural numbers. Given a set of objeétsa membranen contains a multiset abbjectsin V*, a set of
evolution rules and possibly other membranes, caltgtdld membranesr is also called thgarent of

its child membranes). Objects represent molecules swiighimia chemical solution, and evolution rules
represent chemical reactions that may occur inside the mamalrontaining them. For each evolution
rule there is a multiset of objects representing the reé&gtamd a multiset of objects representing the
products of the chemical reaction. A rule in a membranean be applied only to objectsin, meaning
that the reactants should be preciselyrinand not in its child membranes. The rule must contain target
indications, specifying the membranes where the new abroduced by applying the rule are sent. The
new objects either remain imn, or can be sent out afi, or can be sent into one of its child membranes,
precisely identified by its label. Formally, the productsaolile are denoted with a multiset miessages

of the forms:

e (v, here), meaning that the multiset of objeatproduced by the rule remain in the same mem-
branem,;

¢ (v,out), meaning that the multiset of objeaigproduced by the rule are sent outrof

e (v,in;), meaning that the multiset of objeatgproduced by the rule are sent into the child mem-
branel.

Let T AR be the set of message targétsere, out} U {in; | i € IN}. Given a set of object® we
denote withO,,, the corresponding set of messages T'AR. Hence, we denote with,,,. the set of all
messages and we can define an evolution rule as a:ralev such thatw € V* andv € Vj},.. The size
of the left—hand side of an evolution rule is called thediusof such arule. If a P System contains rules
of radius greater than one, then it is callecbaperativesystem. Otherwise, it is calletbn—cooperative

Application of evolution rules is done with maximal paréiien, namely at each evolution step a
multiset of instances of evolution rules is chosen non-+detastically such that no other rule can be
applied to the system obtained by removing all the objeatessary to apply all the chosen rules.

A P System has a tree—structure in which the skin membrarteisobt and the membranes con-
taining no other membranes are the leaves. We assume mesabadels to be unique. A membrane
structure can be represented as a balanced sequence efdlddvatkets and, graphically, as a Venn
diagram.

Definition 2.1. A P Systenis a tuplell = (V, u, w1, ..., wy, Ry, ..., R,), where:
¢ V is a finitealphabetwhose elements are calletijects

e 1 C IN x IN is amembrane structuresuch tha{i, j) € n denotes that the membrane labeledjby
is contained in the membrane labelediby

e w; With 1 < ¢ < n are strings fron’* representing multisets ovéf associated with membranes
1,2,...,nof

e R; with1 < i < n are finite sets oévolution rulesassociated with membrangg2, ..., n of j.



4  R. Barbuti, A. Maggiolo—Schettini, P. Milazzo, S. Tini/ Bt@yns with Transport and Diffusion Membrane Channels

2

EDa — (ED, here)(aa,ing)
aD — (#, here) a
E — (G, here)(ED,ins)
FDa — (FD, here)(a, out)
# — (4, here)  GD — A

EDa — (ED, here)(a, out)
aD — (#, out) ED
E — (G, here)(ED, out)
E — (G, here)(F D, out)
GD — X

Figure 1. Example of P System that compufte?” | n € IN}.

A sequence of transitions between configurations of a givBgdtemll is called acomputation A
computation issuccessfuif and only if it reaches a configuration in which no rule is bggble. The
result of a successful computation is the multiset of okjasent out of the skin membrane during the
computation. Unsuccessful computations (computationstwhever halt) yield no result. Given a P
SystemlIl whose set of object i¥’, the resultr € V* of a computation ofl can be represented as the
vector of natural number&y (z). The set of all vectors of natural numbers computedlbg denoted
Ps(ID).

In Figure 1 we show an example of P Systélm computing{a?" | n € IN}, namely such that
Ps(IT;) = {2™ | n € IN}. Initially, only in membrane 2 there are rules which are agtile and send
either objectd” and D or objectsE andD into membrane 1. In the former case the objeict membrane
1 is sent out and the computation halts. In the latter cassctbjin membrane 1 is consumed and two
occurrences ofi are sent into membrane 2. Subsequenilyis consumed and sent into membrane 2
together withD. Note that the rule which sendsD into membrane 2 cannot be applied while there are
still objectsa in membrane 1, otherwise by the maximal parallelism alsauleproducing# would be
applied giving rise to an infinite (unsuccessful) compotatiObjectss sent into membrane 2 are then
sent back into membrane 1. The process of doubling and seimtm membrane 2 we have explained,
could be repeated an arbitrary number of times. Note thahallrules consuming act on a single
occurrence of. at a time and hence the time complexity of the computatiomdpgrtional to2"+2.

2.2. Extension with Membrane Channels

The difference between standard P Systems and PMC Systéha ia the latter ones communication
of objects through membranes is not always allowed. In efdib standard P Systems, a membrane in a
PMC System has associated a multiserafisport channeland a set odliffusion channelsA transport
channel, denoted as an objact V, enables the passing through the membrane of a single eacerr
of objecta for each computation step. A diffusion channel, denatedth a« € V, enables the passing
through the membrane of an arbitrary number of objedts each computation step. Note that transport
channels associated with a membrane are a multiset ratreatbet because multiple occurrences of the
same channel may enable the passing of more than one oamsrehthe same object at the same time.
Channels are said to lmwientedwhen they enable the passing of objects in one only direcéidher
from inside a membrane to outside, or vice-versa. An orgeotennel is prefixed by when it allows
objects to exit a membrane, and it is prefixed|byhen it allows objects to enter a membrane. The set
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of all channels is given by, = {a,1a, la,a,1a, |a|a € V}.

Objects can pass through a membrane only if there are sonmaalsaenabling the passage. This
means that the presence of channels influences the apfiticabithe evolution rules sending objects
either outside or into some inner membrane. An evolutioa sending an object through a membrane
can be applied only if the membrane has a channel enabliaggaration. If two evolution rules send
the same object through the same membrane they can be aogiéter only if the membrane has either
a diffusion channel or at least two transport channels @mgalthese operations. If the membrane has a
single transport channel, one of the two rules is chosendeterministically.

An evolution rule can modify the channels on a membrane bingdat deleting them. Formally, the
products of a rule are enriched with a multisetcbfinnel modificationsChannel modifications are of
the forms:

e (+c¢, —)pere, meaning that the multisets of channelandc’ are added to and removed from the
membrane containing the evolution rule itself, respebtjve

e (+c,—c)on,, Meaning that the multisets of channeland¢’ are added to and removed from the
child membrané, respectively.

With abuse of notation, we denoteandc¢’ as multisets ii;, even if we do not allow them to contain
multiple occurrences of a diffusion channel. Note that weaig as subscript of channel modifications
rather thanin; (that is used in messages of evolution rules) to emphas&éatt that channels model
proteins that are placed on membrane surfaces rather thige imembranes.

Channel modifications do not influence the applicability ofexolution rule. In particular, evolu-
tion rules which remove a channel that is not present can pkedpanyway. In this case the channel
modification will have no effect.

Definition 2.2. A PMC Systenis a tuple(V, u, w1, ..., wp,c1,...,¢cn, R1, ..., Ry) Where:
¢ V is analphabetwhose elements are callethjects

e 1 C IN x IN is amembrane structuresuch thati, j) € u denotes that the membrane labeledjby
is contained in the membrane labelediby

e w; With 1 < ¢ < n are strings fron’* representing multisets ovéf associated with membranes

1,2,...,nof yu;

e c; with 1 <7 < n are strings fronl; representing multisets ovéf;, associated with membranes
1,2,...,n of u. In these strings diffusion channels cannot appear moredhee;

e R;with1 < i < n are finite sets oévolution rulesassociated with membrangg2, ..., n of .

The notions of (successful) computation and of result ofatations of PMC Systems are the same
as for standard P Systems.

In Figure 2 we show an example of PMC Systély computing, as the P Systehh, in Section
2.1,{a*" | n € IN}, namely such thaPs(Il,) = Ps(Il;) = {2" | n € IN}. The multiset of channels
initially associated with each membrane appears in theditpgether with the membrane label. Initially,
the only two applicable rules are those which consuthan membrane 1: the first opens a diffusion
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1.2

E — (E,in)(+ | @)on, 2ETa

a — (ag, inp) E — (E, out)(— | @)
E— <+ T a>hcrc

a — (a, out)

a — (a,out)

Fa

Figure 2. Example of PMC System that compufe$’ | n € IN}.

channel allowing: to be sent out and the second opens a diffusion channel atlowio be sent into
membrane 2. Subsequently, in the former cagesent out, and the computation halts. In the latter case
a is doubled and sent into membrane 2. Membrane 2 closes thi®ysh opened channel and sends
all objectsa back into membrane 1. The process could be repeated aragybiimber of times. With
respect tdI; we use here only hon-cooperative rules and the time complesroportional tan.

3. Universality of PMC Systems

In this section we prove a universality result for PMC Systdaiy showing that any matrix grammar with
appearance checking can be simulated by a PMC System. Asaqaence, before giving the result and
its proof, we recall from [5] the definition of such variantragtrix grammars and some related notions.

3.1. Matrix grammars with appearance checking

A (context-free) matrix grammar with appearance checking tupleG = (N, T,S, M, F'), where N
andT are disjoint alphabets of non—terminals and terminalgeetively, S € N is the axiom,M is
a finite set of matrices, namely sequences of the fodm — z1,..., A, — x,) of context—free rules
over N UT with n > 1, andF' is a set of occurrences of rules in the matriced/af For a stringw, a
matrixm : (r1,...r,) can be executed by applying its rulesdsequentially in the order in which they
appear inm. Rules of a matrix occurring it can be skipped during the execution of the matrix if they
cannot be applied, namely if the symbol in their left—hartie $6 not present in the string.

Formally, givenw, z € (N UT)*, we writew = z if there is a matrix4; — x1,..., 4, — x,)
in M and the stringsy; € (N UT)* with 1 < ¢ < n + 1 such thatw = wy, z = w,4+1 and, for
all1 < i < n, either (Dw;, = wAw! andw;11 = wiz;w/, for somew}, w! € (N UT)*, or (2)
w; = w;r1, 4; does not appear im; and the ruled; — x; appears inF'. We remark thaf"’ consists of
occurrencef rules in M, that is, if the same rule appears several times in the naatritis possible
that only some of these occurrences are containgd in

The language generated by a matrix grammar with appeardrezkingG is defined ad.(G) =
{w e T* | S ="* w}, where=* w is the reflexive and transitive closure ef-. The family
of languages of this form is denoted By AT\, when rules having the empty stringas right hand
side (\—rules) are allowed, and by/ AT,. when such rules are not allowed. Moreover, the family of
languages generated by matrix grammars without appeacieoking (i.e. withF = @) is denoted by
MAT?, when)—rules are allowed, and by AT, when such rules are not allowed. It is known (see [5]
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for details) that ()M AT ¢ M AT,. C CS; (i) MAT* ¢ MAT,), = RE, whereC'S andRE are the
families of languages generated by context—sensitive ebittary grammars, respectively.

Let ac(G) be the cardinality off’ in G and let|z| denote the length of the string A matrix
grammar with appearance checkiGg= (N, T, S, M, F') is said to be in thatrong binary normal form
if N = Ny U Ny U{S,#}, with these sets mutually disjoint, and the matriced/dnare in one of the
following forms:

1. (S—)XA),WithXGNl,AENQ;
2. (X —-Y A— :L'), with X, Y € N\, A€ Ny, x € (N2 UT)*, |l‘| < 2;
3. (X =Y, A— #),withX,Y € Nj, A € No;

4. (X - N A —z),withX € Nj,A e No,x € T*, |z| < 2.

Moreover, there is only one matrix of type E, consists exactly of all rulest — # appearing in
matrices of type 3 andc(G) < 2. We remark tha is a trap symbol, namely once introduced it cannot
be removed, and a matrix of type 4 is used only once, in thestaptof a derivation.

For each matrix grammar (with or without appearance chegkinere exists an equivalent matrix
grammar in the strong binary normal form. Consequently,efach languagé. € RE there exists a
matrix grammar with appearance checkifigsatisfying the strong binary normal form and such that
L(G) = L.

Conventions A matrix grammar with appearance checking in the strongriginarmal form is always
given asG = (N, T,S, M, F), with N = Ny U Ny U {S, #} and withn + 1 matrices inM, injectively
labeled withmg, m1,...,m,. The matrixmgy : (S — XnitAinit) IS the initial one, withX;,;; a
given symbol fromN; and A4;,,;; a given symbol fromVs; the nextk matrices are without appearance
checking rulesmn; : (X — o, A — z),with1 < i < k, whereX € Nj,a € NyU{A\},A € Ny,x €
(Na UT)* |z| < 2(if « = A, thenz € T¥); the lastn — k matrices have rules to be applied in the
appearance checking mode; : (X — Y, A — #),withk +1<i<n,X,Y € N;,andA € Ns.

Since the grammar is in the strong binary normal form, we Havenost) two symbol$3™) and
B®) in N such that the rule8() — # appear in matricesy; with & +1 < i < n. Forj € {1,2}, we
denote with’; the set{i | the matixm; contains the rul3") — #}. For uniformity, we also denote
lo=1{1,2,...,k}andl = by Ul Uly = {1,2,...,n} (note thatd ¢ ¢). Clearly, the seté,, ¢; and/,
are disjoint.

We remark that in matrix grammars in strong binary normain®me can assume that all symbols
X € N, appear as the left-hand side of a rule from a matrix: othexwitse derivation is blocked after
introducing such a symbol, hence we can remove these symbdighe matrices involving them.

3.2. Universality

We prove that PMC Systems are universal by showing that théyfadenotedP s M Cy(ncoo), of sets
Ps(I1,,.) of results computed by PMC Systems with at least four mengsrand with non—cooperative
rules is equivalent to the family, denotdeék RE, of the images of all the languages R¥ obtained
through the Parikh mapping (this is the family of recursivehumerable sets of vectors of natural num-
bers). As P Systems with non-cooperative rules are not tgaleour result implies that universality is
due to the presence of membrane channels.
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Theorem 3.1. PsM Cy(ncoo) = PsRE.

Proof:

It is enough to show that for & in strong binary normal form there is a PMC Systélg such that
Ps(Ilg) = ¥7(L(G)). We buildII; as a system with a root membrane, labededvith three child
membranes, labele@ 1 and2. The alphabet contains an object for each elemen in 7', an object

\; for everyi € £, and atokenobject such that only the membrane with the token can rurhdriritial
configuration, membranes 0 and 3 are associated with an emptiget of channels, while membranes
1 and 2 are associated with the multiéigk, . v, T4) (Uycn, 1Y) TE. Membrane 3 has initially the token
and the objects correspondingXg,,;: and A;,;;. It has a cyclic behavior. It selects an index {0,1,2}
and orders to membrari¢o simulate a matrix with label ify. To this purpose, 3 sendsithe token and
the objects corresponding to the two nonterminals in thesldé of the two rules of the selected matrix.
Membranei exploits these objects to simulate the two rules and, thetmyns to 3 the token and the
objects corresponding to the products of the rules, if ainsE corresponding to terminals are sent out
by 3, which can restart the cycle once more. When 3 has no nispeets corresponding to nonterminals,
the computation ends, and the multiset of the objects that baen sent out correspond to a multiset
in ¥7(L(G)). Simulating a sequence of matrices that either cause ariténfoop in G or originate
nonterminals that cannot be removed, gives rise to an iafiodp byll;. This infinite loop starts when
thetrap object+# is produced, and will be calleiap loop. ConsequentlyPs(Ilg) = U7 (L(G)). The
rules in membrane 3 are the following:

1 {X — (g, here)(+(Usen, L A) Los LAi |E)onglmi = (X — a,A — z),i € {}. Given any
matrixm; = (X — a, A — z) with i € ¢, if membrane 3 has the obje&t needed to fire the first
rule, then it can decide to ask membrane 0 to simutateTo this purpose, it opens the channels
needed to send to O all nonterminalsiia, one occurrence of both and A marked with:z, and
the tokenE. The task of membrane O will be to explolt to producer. The reason for which all
other nonterminals iV, are sent to 0 will be clarified at point 11. If, incorrectly, domarked
with ¢ will be sent to 0, which corresponds to fire only the first ruléhe matrix, membrane O will
detect this error and enter a trap loop.

2. {X — (Yi,here){(+(Uaen, | A) 1Y: L E)on,Imi = (X — Y,BW — )i € £1}. This case
is similar to case 1. Marking?™) with i is not needed here, since membrane 1 is not required to
exploit BM to produce anything. The task of 1 shall be to check Bfat is not available, so that
applying the first rule of the matrigX — Y, B1) — #) is legal.

3. {X = (Yi, here)(+(Unen, LA) 1Yi LE)ony|ms = (X — Y,B® — #).i € £,}. This case is
like case 2.

4. E — (E'E", here){— 1ck)pere. When membrane 3 has the tokEnit replaces it with object&”
and E”, and closes its output channgl. Notice that this rule is always performed together with
exactly one of the rules considered in the cases 1, 2, 3.

5 {F' — (E,in;) |0 < i < 2}. The objectE’ generated with rule 4 is exploited to give the token
to one of the child membranes. Notice that only one child hadriput channeFE open and can
receive the token, since only one rule among those considei@ases 1, 2 and 3 has fired.
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6. E"” — (+ 1ck)pnere- The objectE” generated with rule 4 is used to open the output chasinel

7. {a; — (ag,ing), A — (A;,ing)|m; = (X — a, A — x),i € {y}. The channels opened by firing
one of the rules considered in 1 are exploited to send bothgraad onex; to membrane 0.

8. {Y; — (Y;,in1)|m; = (X — Y, BN — #) i € ¢,}. Analogous to case 7.
9. {Y; — (Vi,ing)|m; = (X —Y,B® — #) i € £,}. Analogous to case 7.

10. {A — (A,in;)|A € N3,0 < i < 2}. The channels opened with the rule that has fired among
those considered in 1, 2, 3, are exploited to send all unrdarkaterminals to membrane 0, or 1,
or 2.

11. A — (#, here)(ck,out). This rule can be applied only when the output chanmehas been
opened with the rule considered in 6, and only if samne N, is available and has not been sent
to any child. Since all objects iV, have already been sent by the rules considered in 10 if the
input channels of some child membrane were opened, we imd¢rthis rule is fired only if these
channels are all closed. This can happen only when no nomgrim /V; is available and no rule
among those considered in 1, 2, 3 has fired. Since hatitggether with no nonterminal ifV;
implies thatG cannot generate any string of terminals, this rule gengethtetrap symbo}t.

12. {a — (a,out)|a € T'}. All terminals are sent out.
13. # — (#, here). This is the trap rule.

14. d — ). Objectd can be received from membrane 0. Such a communication i®itegblby
membrane 0 but objeatis useless here and is removed.

The rules of membrane 0 are the following:

1L E — (B, here)(—(Uaen, | A Uyen, ietd Y Uaenyicen ! A1) Uieg,t M) L Ednere. Upon
receiving the token, membrane 0 closes its input channelganerates the objeét’ .

2. {A; — (x,here){(+ Td)perelm; = (X — o, A — x),i € £y}. ObjectA; is exploited to generate
x, as required by matrix:;, and to open the output channglThis rule is fired together with that
in 1.

3. B — (E”,here)(d, OUt)<+(UAEN2TA)(UY€N1 TY)(UaETTa) TE>he7"e<_ Td>here- ObjeCtEl
generated by the rule in 1 is exploited to open all output nbEnneeded to send all terminals and
nonterminals to membrane 0, and to close the output chahnkhis rule can be applied only if
the output channel has been opened by the rule in 2.

4. E' — (4, here). This rule forces the membrane to enter the trap loop. Todath® loop, F’
must be consumed by the rule considered in 3. This can happerif the output channed has
been opened in rule 2. In turn, this is possible only if ghéhas been received from membrane 3.
Summarizing, this avoids that membrane 3 applies the filstautsome matriXx X — o, A — x)
without asking to membrane 0 to apply the second.
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5 {Y; = (Y,out)|Y € Ny} U{A — (4, out)|A € Na} U{a — (a,out)|a € T}. Channels opened
with rule 3 are exploited to send all terminals and nonteatsino membrane 0.

6. E" — (E,out)(—(Uaen,T4) Uy en, 1Y) (Uaera) 1E) here- The objectE” generated with the
rule in 3 is exploited to send the token to membrane 3 and elbgiee output channels.

7. # — (#, here).
8. \; — A\. Membrane 0 does not need
The rules for membrane 1 are the following:

1. B — (B, out)(=(Uen, 1A Uyen ice, L Yi) LE)here- Upon receiving the token, membrane 1
closes its input channels and sends the token back.

2. B — (#, here). At the same step, iB() is present, the trap loop starts.

3. {Y; — (Y,out)|Y € N1} U{A — (A,out)|A € Ny}. All nonterminals are immediately returned
to membrane 3.

4. # — (#, here).

The rules for membrane 2 are the same, Witand B(?) replacing?; and B(Y), respectively O

4. Applications

In this section we give two applications of P systems witing@ort and diffusion membrane channels
to the specification of biological systems. The first one & $pecification of the lactose operon in
Escherichia coli and the second one is the specification of the initial phatése EGFR signalling
cascade.

The specification of lactose operon uses only transportreianwhile in the EGFR specification
also diffusion channels are necessary.

4.1. The lactose operon in E. coli

We give a PMC system modeling the regulation process of #tteda operon ifEscherichia coli The
lactose operon is a sequence of six genes that are resmofwilgroducing three enzymes for lactose
degradation, namely tHactose permeaseavhich is incorporated in the membrane of the bacterium and
actively transports the sugar into the cell, tteta galactosidasewhich splits lactose into glucose and
galactose, and thizansacetylasewhose role is marginal. The first three genes of the operproi
regulate the production of the enzymes, and the last thrg@a)zcalledstructural genesare transcribed
(when allowed) into the mRNA for beta galactosidase, lacfmrmease and transacetylase, respectively.
The regulation process is as follows (see Figure 3): geneodss thdac repressor which, in
the absence of lactose, binds to gene o @perator. Transcription of structural genes into mMRNA is
performed by the RNA polymerase enzyme, which usually biodgene p (thgoromote) and scans
the operon from left to right by transcribing the three stuoal genes z, y and a into a single mRNA
fragment. When the lac repressor is bound to gene o, it becamebstacle for the RNA polymerase,
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Figure 3. The regulation process in the Lac Operon.

and transcription of the structural genes is not perform@d.the other hand, when lactose is present
inside the bacterium, it binds to the repressor and this @asiop anymore the activity of the RNA
polymerase. In this case the transcription is performedlamthree enzymes for lactose degradation are
synthesized.

We construct a PMC System modeling the regulation procesgnaying, for the sake of simplicity,
the production of the beta galactosidase and of the tratydase enzymes, and the production of the
RNA as an intermediate step in the production of the enzyrnidé® model we construct is the PMC
System

e = (V, [1]2)2)1, lact™, lacI lacP lacO polym, &, &, Ry, Ra)

whereV' = {lact,lacl,lacP,lacO, polym, PlacP, perm,repr, RO, rlact, permdeg} and the sets of
rules R; and R, are as follows:

Ry = {lact — (lact, here) , lact — (lact,ins) }

Ry = {lacl — (lacl repr, here) , reprlacO — (RO, here), RO — (reprlacO, here) ,
polymlacP — (PlacP, here), PlacPlacO — (lacP lacO polym perm, here) ,
reprlact — (rlact, here) , rlact — (repr lact, here)
perm — (permdeg, here) (+ | lact)here
repr — X, perm — A, permdeg — (— | lact)pere } U {a — (a,here) |a € V}

The membrane structure of the PMC SystHi,. consists of two membranes contained one inside
the other. Membrane 1 represents the environment which matgio lactose. By assumirlgct™ in
the initial configuration we mean that there are a number deoutesn > 0. Membrane 2 repre-
sents a bacterium which contains gengsando (denotedacl, lacP andlacO, respectively) and the
RNA polymerase enzyme (denotgdiym). Initially, there are channels neither in membrane 1 nor in
membrane 2R, and R, are the sets of rules in membrane 1 and membrane 2, respecByethe ap-
plication of the rules o2, a number of molecules of lactose may enter membrane 2 ifidaiitdannels



12 R. Barbuti, A. Maggiolo—Schettini, P. Milazzo, S. Tini/ Btyns with Transport and Diffusion Membrane Channels

phosphorylations

Endosome

Lysosome

CELL MEMBRANE

Figure 4. The EGF signalling pathway.

exist on membrane 2. The first five rulesi®f describe the production of the repressor (denotgat),

the reversible binding of the repressor with genghe complex is denote®0O), and the production
of permease (denotagrm). The sixth and the seventh rules describe the reversibtdirg of repres-
sor and lactose (the complex is denotédct). The ruleperm — permdeg (+ | lact)per. describes
the incorporation of the permease enzyme in the membrarntgedfdcterium. This is modeled by the
opening of a transport channel on membrane 2 that allowsdadb enter. The rule produces an object
permdeg which is used in the rule that models the degradation of pasmenzymes on the membrane
by removing occurrences of transport channels. The ruleseoSet{a — (a,here) | a € V} have
been introduced to have a more natural form of parallelisrithvis not the maximal one assumed in P
Systems.

4.2. The EGF signalling pathway

In Biology, signal transduction refers to any process byclha cell converts one kind of signal or
stimulus into another. Signals are typically proteins thaly be present in the environment of the cell.
In order to be able to receive the signal, namely to recoghiethe corresponding protein is available in
the environment, a cell exposes some receptors on its ekrmembrane. A receptor is a transmembrane
protein that can bind to a signal protein on its extracellelad. When such a binding is established, the
intracellular end of the receptor undergoes a conformatiohange that enables interaction with other
proteins inside the cell. This typically causes an orderemflisnce of biochemical reactions inside the
cell, usually called signalling pathway, that are carriettny enzymes and may produce different effects
on the cell behaviour.

A complex signal transduction cascade, that modulatespeeliferation, survival, adhesion, mi-
gration and differentiation, is based on a family of recepttalled epidermal growth factor receptors
(EGFRs). While EGFR signalling is essential for many normalrphogenic processes, the aberrant
activity of these receptors has been shown to play a fundiinete in proliferation of tumor cells. Epi-
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Figure 5. A P system with membrane channels model of the E@faling pathway.

ef f™ cbl

dermal growth factor receptors are produced by specificgentdie DNA (through the RNA) and they
are located on the cell surface. Receptors are activateldeblgihding with a specific ligand (epidermal
growth factor, EGF) to form a EGFR (ligand-receptor) compl&pon activation, EGFR undergoes a
transition from a monomeric form to an active dimeric one.HRZlimerization stimulates its intracel-
lular phosphorylation which activates signalling progeirThese activated signalling proteins (effector
proteins) initiate several signal transduction casca@esling to DNA synthesis and cell proliferation.
After the activation of effector proteins, ligand-recaptiimers are internalized in endosomes. An ubig-
uitin ligase, known as Cbl, binds an ubiquitin protein to dimer (ubiquitination). The ubiquitin protein
targets the dimers for lysosomal degradation (see Figure 4)

The PMC system modeling the EGF is given in Figure 5.

Membrane 1 models the environment external to the cell, maneb2 represents the cell surface,
membrane 3 models the inner of the cell, membrane 4 is theunsicknd membrane 5 represents a
lysosome.

In the external environmerdy f corresponds to the epidermal growth factor EGF which cad bin
the receptor on the surface of the cell. The receptor is neddey eg fr in membrane 2, which can
open a transport channel feg frb. The complex okgf with the receptor is simulated by the passing
of the elementg frb, generated byg f, through the channel generated dayfr. After the binding the
transport channel is closed so that the number of generatagdlexes cannot be greater than the number

of receptors.
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Two eg frbs on the surface of the cell can dimerizé), and the dimer can be phosphorilated
(dimp). The phosphorilated dimer can activate the effeefof, coming from inside the cell (membrane
3), producingef fp which is sent inside the cell itself. The phosphorilated eliran also be enclosed in
an endosome (ENDO) which goes in the cell cytoplasm.

The three elementsf f, ef fp and EN DO can pass freely from inside the cell to the cell surface
(and vice versa) through the corresponding diffusion cemnn

The nucleus of the cell (membrane 4) is responsible for tbhdymtion ofeg fr through the DNA and
RNA (dna andrna). Therna reaches the cell cytoplasm, through the correspondingsiiih channel
on the nucleus membrane, and there it produggs which is sent on the cell surface.

Finally a dimer enclosed in an endosome is targeted by thguitini cbl (FN DOub) and it is sent
inside a lysosome (membrane 5) where it is destroyed.

Note that, for the sake of compactness, we have omitted te vimieach membrane, the rules of the
forma — (a, here), for all a € V' belonging the membrane itself. As said before, such rules/ab
assume a more natural form of parallelism than the maximal on

5. Related work and conclusions

Membrane channels have been already investigated in [Bhidpaper a variant of purely communicat-
ing P Systems [6] is considered where multisets of actigatan open channels for certain objects to pass
through membranes in one direction. Prohibitors can cbtiteopermeability of channels by forbidding
objects to pass. Itis shown that singleton activators aadipitors are enough to attain universality. The
translation of this formalism into PMC Systems would giveadternative proof of universality of PMC
Systems.

In [2] a variant of P Systems is defined in which transport géots across the regions of the system
is possible by means of rules associated with membraneswaolding proteins attached to them. Such
proteins can be attached/de-attached to/from membranesehys of rules. This makes it possible to
express more complex conditions on transport of objectitiir membranes. However, as the assump-
tion of maximal parallelism is released, universality i attained and decidability of reachability of
configurations is proved.

In this paper we have proposed a variant of P Systems witsgahand diffusion membrane chan-
nels, and we have proved a universality result. We have eldiby means of an example that the
formalism may allow more succinct descriptions. We have gigen two examples of application to
biological systems, in which we use both transport and siiffa channels. In the examples the role of
transport channels which can control the number of objeatsipg through membranes, and the role of
diffusion channels which allow objects to cross freely thenmbrane boundaries, are clear.
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