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Abstract—Shared-memory and message-passing are two opposite models to develop parallel computations. The shared-memory model, adopted by existing frameworks such as OpenMP, represents a de-facto standard on multi-/many-core architectures. However, message-passing deserves to be studied for its inherent properties in terms of portability and flexibility as well as for its better ease of debugging. Achieving good performance from the use of messages in shared-memory architectures requires an efficient implementation of the run-time support. This paper investigates the definition of a delegation mechanism on multi-threaded architectures able to: (i) overlap communications with calculation phases; (ii) parallelize distribution and collective operations. Our ideas have been exemplified using two parallel benchmarks on the Intel Phi, showing that in these applications our message-passing support outperforms MPI and reaches similar performance compared to standard OpenMP implementations.
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I. INTRODUCTION

Traditionally, message-passing and shared-memory constitute the two fundamental concurrency models giving the basis to the modern programming models for parallel computing. The debate about the most efficient and effective way to develop parallel programs represents a very complicated and controversial issue. In general, the best solution depends on the specific application pattern and the use of communication/synchronization [2], [12]. The result is that existing frameworks adopt one of the concurrency model (notably OpenMP and MPI for shared-memory and message-passing programming respectively), while to choose of the most appropriate model for their own applications is left to programmers [22].

One of the most recognized advantage of the message-passing model is its inherent independence from the underlying architecture, i.e. it is portable in principle: provided that the proper run-time support is designed, a message-passing computation can be implemented on a distributed-memory cluster or on a shared-memory multiprocessor like a multi-/many-core chip multiprocessor, or (perhaps the most interesting case for very high parallelism) on a cluster of multi-/many-core nodes.

On shared-memory architectures a comparison between the performance achieved by message-passing and shared-memory implementations of the same benchmark suite is useful to understand the performance issues of the two models in a very pragmatic way. The general result is that masking the communication impact on the overall performance and providing an efficient way to accelerate distribution and collective functionalities are crucial aspects to design message-passing parallel programs able to scale acceptably with large parallelism degrees [14]. In this context, this paper investigates the design issues of message-passing supports on multi-/many-core and provides the following research contributions:

• we describe a general run-time support mechanism based on communication threads coupled with the functionalities of parallel programs. Although the idea of using support threads is not new, we discuss very flexible ways to assign communication threads to different sub-parts of the computation which need to be accelerated. The result is a uniform mechanism to overlap communications with calculation and to parallelize distribution activities and collective operations;

• we discuss the execution of communication threads on hardware contexts of multi-threaded architectures (notably the recent Intel Phi). The importance of Hardware Multi-Threading (shortly HMT) for parallel programs is debatable. Instead of increasing the maximum parallelism degree of the computation, we propose to use HMT to execute support activities like the execution of point-to-point communications. This way to use HMT by cooperative threads is essentially new in the context of message-passing programming.

In Section V we conclude the paper with an experimental evaluation using two parallel benchmarks on the Intel Phi. The results show that the use of communication threads, properly mapped onto HMT contexts, represents an effective way to properly mask communication latencies and to parallelize distribution activities. The general result is that the performance of our message-passing implementations is similar to corresponding shared-memory versions developed using standard tools (the difference is bounded by 10%) and outperforms classic message-passing frameworks as MPI.

II. RELATED WORK

The analysis of message-passing libraries on multi-/many-core architectures and the performance comparison with shared-memory programming models is a debated issue. Studies like in [2], [12], [22] compare MPI and OpenMP, obtaining results in favor of one of the two paradigms depending on the application. In general they all agree that the main overhead in MPI implementations is given by the communication support.
The idea of using hardware and software supports to speedup communications in message-passing environments is quite established. Zero-copy communications are an important optimization, in which the communication support guarantees that no additional copy between the sender and the receiver buffers is performed during the transmission of a message. Over the last years, several message-passing supports have provided zero-copy communications. These include, but not only: MPICH-PM [15], YMMC-2 [6], AM [19], U-Net [18] and BIP [7].

High-performance interconnections (e.g. Infiniband and Myrinet) are equipped with the architectural support (network adapters) able to offload partially or entirely communications among nodes, making possible the overlap between communication and calculation phases. Several works analyze the idea of using cores/processors to offload communications in presence of simple interconnection networks (e.g. Gigabit Ethernet). An example is described in [13], where the authors develop a general-purpose communication engine for MPICH. Besides overlapping point-to-point communications, optimized collective operations have been the focus of several researches; an example is described in [10], where the authors discuss an optimized implementation of the primitive MPI_BCAST, by exploiting the multicast mechanism natively offered by the Infiniband network.

On multi-/many-core architectures several architectural facilities can be used to accelerate communications. Along this line HMT is an interesting candidate. Its original aim is to optimize the overall processor instruction throughput by masking internal and external latencies inside the CPU pipeline; how to efficiently exploit it in parallel computing is still debated. Different studies [4], [16] show that using HMT to increase the parallelism degree of applications may not offer significant advantages, and sometimes also causes performance degradations basically due to increased contention of those resources that have already limited the performance with a single thread per core.

A more interesting approach is to design cooperative threads which help each other instead of competing on resources. Some examples are speculative precomputation [3], that enables specialized prefetching activities, prepushing [17] to anticipate cache-to-cache transfers, and multipath execution [20] of different branch directions with multiple threads to reduce misprediction overhead. In this paper we propose to use HMT to accelerate message-passing inside shared-memory CPUs. The most similar work to ours is in [8], that presents the idea of using HMT to implement communication threads. However, this work targets distributed-memory architectures, and communication threads are made available at the programmer level (i.e. they are not inside a communication library).

III. ISSUES FOR AN EFFICIENT MESSAGE-PASSING ON MULTICORE

When developing parallel programs using message-passing, two important and interrelated aspects deserve to be carefully addressed in order to provide competitive implementations:

- the basic communication primitives, i.e. send and receive, need to be efficiently implemented in order to minimize their impact on the overall performance;
- message-passing programs make use of collective and distribution primitives, notably scatter (for partitioning input data), multicast (for replicating input data), gather (for collecting results), as well as distribution operations based on point-to-point communications (e.g. on-demand and round-robin scheduling). If not properly optimized, they can rapidly become the performance bottleneck when we use high parallelism.

In this paper we focus on run-time mechanisms to develop efficient message-passing supports on multi-/many-cores.

A. Lowering and masking communication latencies

To reduce the impact of communications on the application performance we can move in two directions:

1) since communication latency is a function of the message size, it can be reduced by minimizing the copies required by a pair of send/receive operations;
2) when an execution pattern characterized by a sequence of calculation and communication phases is recognized, we can mask communications by overlapping them with calculation. Naturally, this is possible if the application semantics allows communications to be overlapped with calculation, and if the communication form is asynchronous and non-blocking.

The two points represent different sides of the problem. The first point is meaningful also when overlapping is not possible, e.g. if the semantics does not allow it or if proper hardware/software support is not available. If it is possible to completely overlap communications with a sufficiently long calculation phase, point (2) is in principle sufficient to make the impact of communication latency null. Finally, the combination of both (1) and (2) makes it possible to hide communication latency also with fine grain computations.

A well-known solution to point (1) is by using zero-copy communications, i.e. a data transferring mode in which exactly one copy from the sender buffer to the receiver buffer is performed during a communication, without any additional copy (e.g. from user space to kernel space). On traditional message-passing systems like distributed-memory architectures, zero-copy communications have been implemented relying on advanced networking infrastructures and devices (e.g. InfiniBand and Myrinet) using advanced network adapters. On shared-memory architectures a zero-copy communication [11] can be performed entirely at the user-space level during the send primitive, as done in state-of-the-art frameworks like in [19].

Communication-computation overlapping is an interesting aspect when developing efficient message-passing supports. Fig. 1 shows feasible temporal situations of a sequence of calculation and communication phases where we assume that each message is the result of the last calculation phase. Fig. 1a depicts a non-overlapping situation in which the communication latency is entirely paid. In Fig. 1b the communication latency is fully masked by the next calculation phase, which can start in parallel. This situation is possible if: (i) the communication semantics is non-blocking, i.e. the send primitive returns immediately to the caller before the message has been completely copied into the destination buffer; (ii) proper software and architectural supports exist such that the
execution of communication primitives can be delegated to proper "units" in charge of performing the copy from the sender buffer to the receiver one in parallel with the calculation. Finally, Fig. 1c shows the situation in which, though overlapping is supported, the length of calculation phase is less than the communication latency, i.e. communications are partially overlapped to calculation.

As said, communication-computation overlapping requires proper software and architectural supports. More precisely:

- a run-time support mechanism to delegate the execution of communication operations;
- a communication "unit" able to execute communication primitives in parallel with calculation phases.

The delegation mechanism implements a way to assign the execution of send primitives to a different entity. This mechanism must be efficient, i.e. with a cost much lower than the communication itself. An efficient delegation is possible if we assume that the source entity of the parallel program (the one executing the send primitive) and the communication unit exploit a shared-memory cooperation, i.e. passing the delegation parameters (e.g. the message buffer and the receiver identifier) by-reference without additional copies. This is possible if they share the same virtual address space or a part of it (the one for the messages and the other communication data structures).

When communication inside shared-memory architectures is concerned, communication units can be concretized using the available architectural facilities:

- a communication unit can be implemented by a core of the architecture, dedicated to execute communication primitives delegated by different parts of the parallel computation (e.g. Emitter, Workers and Collector). In this case the core can not be used to increase the parallelism degree of the application;
- instead of using an entire core, a communication unit can be a hardware context in the case of HMT CPUs;
- communication primitives can be delegated to specialized co-processors if they are available. Some existing multicores, especially network processors, are equipped with hardware accelerators which are amenable to be used in this way. As an example, the series of Tilera CPUs [1] are equipped with DMA engines that can be delegated to execute the most costly part of communications, i.e. the copy of the message to the destination buffer of the receiver.

B. Point-to-point distributions and collective operations

Collectives and distributions are critical phases for the performance and scalability of message-passing parallel programs. Optimization of such operations has been the focus of many years of research. On distributed-memory architectures, high-speed collectives are based on tree-based algorithms with different shapes depending on the network topology [14].

Also in multi-/many-core architectures, collectives and distributions deserve special attention. As an example, let us consider a point-to-point distribution of a task-farm sketched in Fig. 2a, where an Emitter functionality (E) is in charge of generating and scheduling a stream of tasks to a set of Workers (\{W\}) and results are collected by a Collector functionality (C). This example is meaningful to understand that, point-to-point distributions can be critical to the performance of message-passing parallel programs. In the scheme of Fig. 2a, the maximum throughput $B_{\text{max}}$ of the task-farm application is limited by the Emitter when the number of Workers is sufficiently high, i.e. $B_{\text{max}} = 1/L_{\text{com}}(\sigma)$, with $L_{\text{com}}$ the communication latency expressed as a function of the message size $\sigma$.

To alleviate this situation the Emitter functionality needs to be properly parallelized. A simple solution consists in doing the message copy in the Workers side. If the receive operation is in charge of copying the message from the sender to the receiver buffer (instead of the opposite as previously discussed), the result is a parallelization of the point-to-point distribution. However this solution increases the service time of the Worker: although the Emitter is no more a bottleneck, the Worker service time is higher since it performs the copy of the input task from the Emitter in addition to the calculation phase. Moreover, it is worth noting that this scheme is not applicable to the Collector (otherwise all the copies of the results would be performed serially by the Collector, becoming a bottleneck as the Emitter in the initial case).

A solution which achieves both parallelization of the Emitter distribution and overlapping with Workers execution consists in a more general utilization of the overlapping mechanism described in Section III-A (see Fig. 2b). In this
case, if the Emitter delegates communications to \( m \geq 1 \) available communication units (denoted by KU in the figure), the maximum throughput of the application becomes theoretically equal to \( B_{\text{max}} = m/L_{\text{com}}(\sigma) \), i.e., \( m \) times higher than in the centralized case. This represents a sort of best case improvement; how much the maximum throughput can be really improved depends on the way in which the communication units are implemented (i.e., if they are executed on dedicated cores, co-processors, or thread contexts of a HMT architecture), and on the physical communication channel exploited: on a distributed-memory system a single processor is usually enough to support the maximum network bandwidth, so multiple units only offer a slight improvement; nevertheless, in multi-core architectures multiple KUs can be really effective to fully utilize the available shared memory bandwidth.

The key idea of this mechanism is that multiple delegations can be issued by the Emitter with a small overhead. As we have seen in Section III-A, this is possible using a by-reference mode of passing messages to the communication units. It is worth noting that the same idea can be applied to collective primitives such as scatter and multicast. Multiple communication units are in charge of performing a part of the scatter/multicast to a sub-set of the Workers. In the best case, if the number of communication units is equal to the number of Workers, the completion time of a collective can become equal to the latency of a single point-to-point communication.

IV. A MESSAGE-PASSING SUPPORT

To provide a rapid prototyping environment for the concepts and ideas introduced in Section III, we introduce the core part of our message-passing library and its runtime support for shared-memory architectures. While interesting on the long term, the extension of existing message-passing systems such as MPI requires a large effort in terms of design and development. We will address this aspect in our future work.

A. A lightweight Message-Passing library

We have implemented the minimal set of functionalities inspired by the CSP (Communicating Sequential Processes) semantics [9]. Explicit (named) channels are used by the functionalities of a parallel computation to exchange messages. A channel is a passive data structure (channel descriptor) of the run-time support - i.e., not directly accessible by the programmer - that represents a sort of “device” to perform communications. Basic primitives are send and receive ones, operating on a specified channel (by passing its unique identifier and, in the send case, the pointer to the message buffer).

We focus on asynchronous point-to-point communications, i.e., send and receive operations on the same channel do not necessarily happen at the same time instant. During the channel creation, the programmer specifies the asynchrony degree \( k \geq 0 \), i.e., the maximum number of messages that can be stored at any given point in time inside the channel without blocking the sender. Synchronous communications represent a particular case, achieved setting \( k = 0 \) during the channel creation.

To easily guarantee the asynchrony degree, channels are univocally associated with a message type, defined at the channel creation. This makes it possible to statically allocate the channel data structures of our run-time support without additional overhead to manage internal buffers of dynamic size. Furthermore, the use of typed channels avoids type mismatch between send and receive pairs on the same channel.

As stated in Section III, a critical point for an efficient message-passing is to make the communication latency as low as possible. We face the problem by: (i) implementing zero-copy communications and, (ii) implementing the communication support entirely in user-space. About this point, in order to implement the sharing of run-time support data-structures (channel descriptors, delegation queues, receivers buffers) we have two possibilities:

- the functionalities of a parallel program are implemented by means of processes and POSIX SYSV shared memory segments to implement the (partial) sharing of memory spaces;
- all the functionalities are pthreads sharing the memory space for dynamically allocated data structures (heap).

We expect that the two solutions have different overhead (higher in the first case, to allocate and bind shared memory segments between processes). For the sake of simplicity in this paper we discuss the implementation of our message-passing library using pthreads. It is worth noting that, though we use pthreads, we require that the programs written using our library assume a local environment model, in which the unique shared data structures are the ones of our message-passing support, i.e., from a high-level viewpoint the programmer uses pthreads as processes with independent memory spaces.

Point i) is addressed by implementing a single copy from the address space of the sender to that one of the receiver. The channel consists of a static set of \( k \) receiving buffers used in a circular manner. The copy is performed by the send primitive, while the receive is in charge of checking the presence of a message only, returning a pointer to the correct buffer to the caller. The second point ii) is aimed at avoiding to perform system calls during communication (required to manage full and empty status of the circular buffer). The correctness of operations on channel descriptors and delegation queues is obtained by using user-space spin-locks mechanisms. However, as stated in the literature [5], busy-wait may have a negative effect when combined with hardware multi-threading. Solutions to partially solve this problem will be discussed in Section V, devoted to the experimental evaluation.

B. Delegation mechanism and communication threads

In this part, we briefly discuss the implementation of the delegation mechanism on our library targeting generic multicores. Since we adopt zero-copy communications, only send primitives deserve to be delegated to communication units, since receive operations are only in charge of checking the presence of a message.

In our library a communication unit is implemented as a support thread accelerating one or more functionalities of the parallel program. The programmer specifies the number of communication threads (hereinafter denoted by KT) during the program initialization by using a proper primitive of the library. According to the desired affinity, communication threads can be executed on dedicated cores as well as fixed on specific hardware contexts throughout the execution.
As said in Section III-A, the delegation mechanism must be as efficient as possible (faster than the communication also for short/medium message sizes) and able to support multiple delegation requests possibly in a FIFO fashion. Fig. 3 shows an abstract representation of our implementation.

Fig. 3: Implementation of the delegation mechanism: delegation queue, channel descriptor and communication thread.

The interaction between Emitter, Worker and Collector functionalities and a communication thread is performed using a queue data structure of the run-time support (invisible to the programmer). Elements of the queue are delegation descriptors indicating the channel identifier and the message pointer. The queue is accessed following the producer-consumer paradigm protected by user-level synchronization.

From the programmer viewpoint, during the channel creation a proper set of communication threads are passed (by identifiers) to the channel creation function. This makes it possible to delegate send primitives on the channel to one or more communication threads, transparently selected by the run-time support according to load balancing policies. When delegated to a support thread, the send primitive implements a non-blocking semantics: it returns immediately the control to the caller with a request identifier. A wait primitive (similar to MPI) is provided to check the completion of the send in order to consistently re-use the message buffer.

V. EXPERIMENTS

To evaluate our message-passing support we perform experiments using different parallelism patterns and comparing our library with state-of-the-art message-passing and shared-memory implementations on multicore.

Our target architecture is the many-core Intel Xeon Phi™ 5110P featuring 60 cores running at 1056 MHz interconnected by a bi-directional ring bus. Each core is equipped with a 32 KB L1 data cache and a 512 KB L2 cache. An important component of each core is its 512 bit wide vector processor unit (VPU), which can be used for double and single precision SIMD instructions. The architecture is equipped with 8 GB of GDDR5 memory interfaced with the ring bus through 8 memory controllers. Instead of using the Intel Phi™ as a co-processor, we use it as a general-purpose manycore, i.e. as a stand-alone architecture on which executing our experiments. All the experiments have been compiled using the ICC compiler ver. 13.0.1 with the -O3 optimizations and the -mmic flag to produce the binary executables for the Intel Phi™ architecture.

The cores of the Intel Phi™ support a 4-way interleaved multi-threaded execution (one of the possible implementations of hardware multi-threading). Each of the four hardware threads is assigned to a buffer of two instruction bundles. Each core is capable of issuing two instructions per clock cycle so each bundle consists of two instructions. The instruction bundles of the four threads are executed in a round-robin fashion during consecutive time slots to mask internal latencies (logical dependencies) or external delays (cache line misses).

In this section, in order to evaluate the design ideas presented in Section III and IV, we study message-passing and shared-memory implementations of two parallel benchmarks.

A. Stream-parallel experiment

The first experiment is based on a video filtering kernel. The application works by converting a stream of 1000 × 1000 pixels uncompressed RGB images into the gray-scale format. This is a simple, yet widely used filter in the pre-processing phase of many complex video streaming applications [21] (e.g. feature extraction and edge detection).

The filter has been written to be easily vectorized by the Intel compiler, in order to exploit at best the VPUs of the cores. The application has been parallelized using a task-farm paradigm: we use several Workers, each one applying the filter to images received by a distribution entity called Emitter; output results are sent by Workers to a Collector. The Emitter distributes images using a round-robin scheduling. Given the roughly constant filtering time, this strategy balances the workload to the Workers. At the beginning of the computation the stream of images is pre-loaded in memory by the Emitter (images are read from a file passed to the program).

In a message-passing implementation images are transmitted by value. Each Worker receives the images from the Emitter, computes the filter, and sends the result to the Collector.

In a shared-memory implementation, all the program data structures can be used by any functionality of the parallel program (Emitter, Workers and Collector). In this model the Emitter can pass the images to Workers by reference. The Emitter transmits the unique identifier (e.g. the memory pointer) of the image to be processed; the filter is applied inplace and the image identifier is forwarded to the Collector at the end of the computation.

1) Using communication threads to overlap communications with calculation: we start by studying the effect of communication threads to overlap communications with calculation. In the case of the task-farm scheme, the only functionalities performing calculation are the Workers. Due to the zero-copy communications provided by our library, the transmission phase to the Collector is the only one deserving to be overlapped with the calculation of the next image.

In this experiment we compare the following implementations of the task-farm:

- **Sh-Mem**: a shared-memory implementation with POSIX pthreads in which the Emitter passes the pointers to the images to the Workers by using single-producer single-consumer shared queues protected by standard pthread spin-lock mechanisms;
- **MPI**: a message-passing implementation using the Intel MPI library ver. 4.1.0.024 and asynchronous non-blocking communications (i.e. MPI_Isend and MPI_Irecv);
- **No-KT**: the message-passing implementation using our library without communication threads;
- **KT-W**: similar to the previous point but using one communication thread for each Worker.

As stated in section IV, we use spin-locks in our support to protect channel descriptors and delegation queues. Especially for HMT architectures, the busy-waiting phase must not aggressively consume the processor resources when the synchronization involves two threads executed on the same core [5]. On Intel Phi\textsuperscript{TM} we achieve this behavior by using the delay instruction inside the spin-loop, which avoids to fetch/issue instructions from the issuing thread for a certain number of clock cycles specified in a proper register. So doing we can slow down the busy-waiting loop and even implement advanced features such as exponential back-off.

Fig. 4 and Tab. I show the service time \( T^{(n)}_S \) of the task-farm (inverse of the application throughput) using \( n \) Workers (referred to as parallelism degree) and the scalability:

\[
S^{(n)} = \frac{T^{(1)}_S}{T^{(n)}_S}
\]

Given the extensive HMT support of the Intel Phi\textsuperscript{TM}, it is important to use more than one thread context per core; nevertheless, the use of hardware multi-threading in parallel applications is widely known to be problematic and often with uncertain results. In particular, the affinity of threads on hardware contexts is extremely important. In the experiment of Fig. 4 two cores are dedicated to the Emitter and the Collector functionalities. Up to 58 cores, we map one Worker onto each core (plus a communication thread per core in the KT-W case). We use more Workers per core with the MPI, Sh-Mem and No-KT versions.

![Fig. 4: Service time of the task-farm using different implementations.](image)

From a first impact, we can note that with high parallelism degrees the shared-memory implementation is the best one. In particular, with a limited number of Workers all the message-passing implementations perform quite similarly, and their service time stops to decrease with more than 12 Workers. Intuitively, the throughput of the message-passing versions is limited by the Emitter, which performs point-to-point distributions to Workers. Nevertheless, a first notable result is that our library (KT-W and No-KT cases) offers better service times than MPI. The performance of KT-W version is slightly better than No-KT. In Fig. 4 this difference can not be appreciated (the two lines are very close). Tab. I gives a detailed description of the results, with the overlapping support achieving a constant improvement of \(~5%\) w.r.t the No-KT version. Up to 12 Workers, when the Emitter does not limit the application throughput using message-passing, it is also interesting to note that the KT-W version obtains very similar results to the shared-memory one.

**TABLE I**: Service time \( T_S \) and scalability \( S \) of the implementations and performance gain of using KTs; time values are reported in \( \mu s \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>Sh-Mem ( T^{(1)}_S )</th>
<th>Sh-Mem ( T^{(n)}_S )</th>
<th>MPI ( T^{(1)}_S )</th>
<th>MPI ( T^{(n)}_S )</th>
<th>No-KT ( T^{(1)}_S )</th>
<th>No-KT ( T^{(n)}_S )</th>
<th>KT-W ( T^{(1)}_S )</th>
<th>KT-W ( T^{(n)}_S )</th>
<th>( S^{(n)} )</th>
<th>( \text{gain} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13614</td>
<td>1</td>
<td>16558</td>
<td>14789</td>
<td>14022</td>
<td>1</td>
<td>5.18%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3407</td>
<td>3.99</td>
<td>4177</td>
<td>3703</td>
<td>3515</td>
<td>3.98</td>
<td>5.07%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1709</td>
<td>7.96</td>
<td>2200</td>
<td>1856</td>
<td>1761</td>
<td>7.94</td>
<td>4.97%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1141</td>
<td>11.93</td>
<td>1650</td>
<td>1241</td>
<td>1193</td>
<td>11.75</td>
<td>3.85%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>860</td>
<td>15.83</td>
<td>1665</td>
<td>1229</td>
<td>1228</td>
<td>11.41</td>
<td>~0%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>247</td>
<td>55.12</td>
<td>2183</td>
<td>1240</td>
<td>1239</td>
<td>11.31</td>
<td>~0%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2) Using communication threads to parallelize the Emitter: previous results show that a sequential Emitter is able to sustain up to 12 Workers before becoming a bottleneck. To increase the overall throughput, the distribution phase can be parallelized using a proper set of communication threads denoted by KT\(_E\). The number of communication threads \( n_{kt}^e \) can be empirically calculated as a function of the number \( N \) of Workers, i.e. \( n_{kt}^e(N) = \lceil (N/12) \rceil \). The results of the experiments are shown in Fig. 5. Since communication threads can be used to parallelize the Emitter and to overlap Workers communications, we study two different allocation policies:

- **KT-specialized**: Emitter and Collector are fixed on two dedicated cores. A number of communication threads KT\(_E\) (according to the previous function) are used for the Emitter and fixed on a number of dedicated cores. We execute an amount of communication threads for the Workers, KT\(_W\). To avoid to under-utilize communication threads, we use one KT\(_W\) for a group of Workers (the best configuration uses one KT\(_W\) for each group of 10 Workers). It is important to observe that this solution is also useful to limit the amount of shared data structures, which is a valuable property if SYSV shared-memory segments are used to implement shared memory space between processes instead of using pthreads;

- **KT-generalized**: instead of separate KTs for the Emitter and the Workers, we use KTs in a general way. We fix at most one KT per core, which is in charge of executing send operations directed/generated to/from the Workers mapped onto that core, i.e. it executes delegated sends from the Emitter and from the Workers. It is worth noting that this version needs a unified address space for all the application, i.e. Emitter, Collector, Workers and KTs are threads of the same program.
Algorithm 1: Five-point stencil (Worker \( W_k \)).

\[
\text{for } t = 1 \text{ to } T \text{ do} \\
\text{send}(A^t_{W_k}, W_{k-1}); \\
\text{send}(A^t_{W_k}, W_{k+1}); \\
\text{\textbf{//}Calculation of border parts of the partition.} \\
\text{for } j = 1 \text{ to } M \text{ do} \\
\quad A^{t+1}_{W_k} = A^t_{W_k} + A^t_{W_{k-1,j}} + A^t_{W_{k+1,j}} + A^t_{W_{k-1,j-1}} + A^t_{W_{k+1,j+1}} / 5; \\
\text{end} \\
\text{receive}(A^t_{W_{k-1}}, W_{k-1}); \\
\text{receive}(A^t_{W_{k+1}}, W_{k+1}); \\
\text{\textbf{//}Calculation of border parts of the partition.} \\
\text{for } j = 1 \text{ to } M \text{ do} \\
\quad A^{t+1}_{W_k} = A^t_{W_k} + A^t_{W_{k-1,j}} + A^t_{W_{k+1,j}} + A^t_{W_{k-1,j+1}} + A^t_{W_{k+1,j-1}} / 5; \\
\text{end} \\
\text{\textbf{\textit{Communication of border elements.}}} \\
\text{send}(A^t_{W_k}, W_{k-1}); \\
\text{send}(A^t_{W_k}, W_{k+1}); \\
\text{end} \\
\]
version is the slowest, and it is not suitable for extremely fine-grain computations, while Sh-Mem slightly outperforms all the other implementations. In this application the overlapping support works well: with a higher number of Workers, and thus smaller partitions, the gap between KT and Sh-Mem versions decreases, ending with very similar completion times. This is an expected result, because the ratio between calculation and communication decreases using higher parallelism degrees (each Worker exchanges the same number of elements with its neighbors). It is worth noting, however, that allocating two Workers and two KTs on the same core significantly lowers the performance, resulting in a very limited scalability. SKT version works better, but due to a smaller number of available contexts for Worker functionalities (some contexts are devoted to execute KT) it is not able to reach the peak performance of the other implementations.

The scenario is quite different if we increase the computational grain of the problem. With $8640 \times 8640$ matrices (Fig. 7 and Tab. IV), the OMP version achieves the same performance of the other implementations. The effect of overlapping becomes negligible, i.e. No-KT, KT and SKT versions achieve very similar peak performance results.

2) Efficient exploitation of Hardware Multi-Threading: in this paper we discuss the use of hardware multi-threading to overlap communications with calculation in message-passing programs. However, even with this programming model, the benefit of using multiple hardware contexts per core is difficult to estimate and the performance result is often unpredictable. For instance, it is not clear if it is convenient to use multiple thread contexts to increase the parallelism degree of the program, or if they are useful to execute support functionalities such as communication threads. This interesting aspect, which still deserves further investigations, can be exemplified by the experiment shown in Fig. 8. We study the completion time of our data-parallel benchmark by using the hardware thread contexts in different ways. In the first case (denoted by KT) we map one Worker thread and one KT per core (we use two of the four available thread contexts); in the second case (denoted by MultiW) we map two Worker threads per core without any KT. The results are depicted in Fig. 8 by showing the performance gain w.r.t a baseline in which we do not use HMT, i.e. we use exactly one context per core by mapping one Worker thread. A positive gain represents a performance improvement (a reduction in the completion time), vice-versa a negative one is a performance loss.

The result confirms that the exploitation of HMT in parallel programs is still a sort of "dark magic": even by considering the same program with different data sizes, we obtain completely different results. In particular, we notice that for MultiW the gain is reduced when increasing the parallelism degree; here the starting point is significant: in the first case, by having an initial gain of \( \sim 33\% \), we end with a good advantage even with 60 cores; in the second, starting with a low gain, we end with a performance loss of \( \sim 30\% \). This suggests that, using HMT for communication threads has the important advantage of not excessively affecting the Workers execution time on the other contexts. In both benchmarks the application runs equally or faster; however, the performance gain is reduced, as it depends on the amount of communications that can be
Fig. 8: Percentage gain between KT and Multi-W compared with the baseline without HMT.

VI. CONCLUSION

This paper dealt with the use of message-passing paradigm for parallel programming on multi-/many-core. Message-passing represents a valuable alternative on these architectures, not only because it is more portable in principle, but also because it is able to offer similar performance compared with shared-memory models provided that the run-time support is properly designed. We introduced a lightweight support able to outperform MPI on very fine grain computations. We provided a delegation mechanism which can be efficiently used to overlap communications with calculation and to parallelize distribution activities, effectively reducing the performance gap w.r.t shared-memory implementations at the cost of decreasing the maximum available parallelism degree.

In line with existing research works, we discussed the use of HMT to execute communication threads. Specific tests prove that this solution represents a "safer" choice in terms of performance than allocating multiple Workers on HMT contexts, ensuring the absence of performance degradation w.r.t single-context parallel programs and alleviating the impact of support threads on the maximum available parallelism degree.
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