Prof. Paolo Ferragina, Algoritmi per
"Information Retrieval"

Data Compression

Arithmetic coding

Arithmetic Coding: Introduction

Allows using “fractional” parts of bits!!

Used in PPM, JPEG/MPEG (as option), Bzip

More time costly than Huffman, but integer
implementation is not too bad.
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Arithmetic Coding (message intervals)

Assign each symbol to an interval range from 0
(inclusive) to 1 (exclusive).

e.g.
107 _, .
074 f(i)=;p(1)
b=5
02 f(@ = .0, f(b)=.2, f(c)=.7
a=.2
0.0 -

The interval for a particular symbol will be called
the symbol interval (e.g for b it is [.2,.7))

Arithmetic Coding: Encoding Example
T ——

Coding the message sequence: bac

10 ™ 0.7
c=.3

0.7 0.55 —
b=.5

0.2 0.3
a=.2

The final sequence interval is [.27,.3)
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Arithmetic Coding

To code a sequence of symbols c with probabilities
p[C] use the following:

b=0 | =l +s,- f[c]
$=1 §=5,"p[c]
flc] is the cumulative prob. up to symbol ¢ (not included)

Final interval size is
S, = ” plc;]
=

The interval for a message sequence will be called the
sequence interval

Uniquely defining an interval

Important property: The intervals for distinct
messages of length n will never overlap

Therefore by specifying any number in the
final interval uniquely determines the msg.

Decoding is similar to encoding, but on each
step need to determine what the message
value is and then reduce interval
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Arithmetic Coding: Decoding Example

Decoding the number .49, knowing the
message is of length 3:

1.0 0.7 0.55

c=.3 c=.3 049 —» c=.3
0.7 — 0.55 0.475-

0.49 —
049 —|p=5 b=5 b=.5

0.2 — 03 - 0.35

a=z— Jamz—_ |a=2
00 — 0.

0.3

The message is bbc.

Representing a real number

Binary fractional representation:

.75 =11 Algorithm
1/ 3 = Olﬁ ; :(fj(z< lxoutput 0
11/16 =.1011 3. elsex=x-l;output ]

So how about just using the shortest binary
fractional representation in the sequence
interval.

e.g. [0,.33) =.01 [.33,.66)=.1 [.66,1)=.11
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Representing a code interval

Can view binary fractional numbers as
intervals by considering all completions.

min  max interval
11 110 11 [.7510)
101 1010 1011 [.625,.75)

We will call this the code interval.

Selecting the code interval

To find a prefix code, find a binary fractional number
whose code interval is contained in the sequence
interval (dyadic number).

uence Interval .79
= .75

Code Interval (.101)

61 .625

Can use L + s/2 truncated to 1 +[log (1/s)] bits
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Bound on Arithmetic length

Lemma 3.20 ¥l s = 0 such thal | + s < 1, the truncation of 1 + 5 to the first —[logys| + 1 bits

isin [1L1+ s).

Proof: Clearly we have that I + § € [I,] + s), but we want to prove that also its truncation is in
the interval. If we let | 45 = 0.byby .. ., it differs from its truncation to the first 12 bits (0.5; ... by)
of at most:

P N = bi e hSmg i o h
a’+3—t1uuch(a’+_—)‘)f Z b -2t < 2 ZZ =2
= = i=h+1 i=1

So we have . ) )

I+2 27" < truncy(l + i] <i+2

2 = = Rl 2 == 2
and if we let h = —|logy s| + 1 we have

2—)}. _ :-_)[loggsj—l - -

s, K
and I < truncy (I + §_J <+ 7

[

so truncg (i + 5) € [1,1 + s).

Note that -Llog s|+1 = [log (2/s)]

Bound on Length

Theorem: For a text of length n, the
Arithmetic encoder generates at most
1 +[log (1/s)] =
=1+[logM (1/p) |
<2+%,,log(1/p)

= 2 + n H, bits
nH, + 0.02 n bits in practice
because of rounding
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Integer Arithmetic Coding

Problem is that operations on arbitrary
precision real numbers is expensive.

Key Ideas of integer version:

= Keep integers in range [0..R) where R=2k
= Use rounding to generate integer interval

= Whenever sequence intervals falls into top,
bottom or middle half, expand the interval
by a factor 2

Integer Arithmetic is an approximation

Integer Arithmetic (scaling)

If | > R/2 then (top half)
Output 1 followed by m Os

m=20
Message interval is expanded by 2 All other cases,
Just continue...

If u < R/2 then (bottom half)
Output O followed by m 1s
m=20
Message interval is expanded by 2

If | > R/4 and u < 3R/4 then (middle half)

Increment m
Message interval is expanded by 2




Prof. Paolo Ferragina, Algoritmi per
"Information Retrieval"

You find this at

' Range encoding - Wikipedia, the free encyclopedi
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Vour continued donations keep Wikipedia rurring!

Range encoding

From Wikpeda, the frea encycopedi

WIKIPEDIA

The Free Encyclopedis | Range encoding s a form of arithmetic coding, a data compression method, that is believed to be free from arithmetic coding related
g patents. It is on this basis that interest in range encoding has arisen, particularly in the open source community. However, it is often observed
& ki that range encoding appears to be just a slightly different description of arithmetic coding, and that the two are actually the same. On this

= Commurity Portal matter, it may be noted that while range encoding, as defined by G Il N Martin in his 1979 paper on "Range encoding: an algorithm for

= Featured artides removing redundancy from a digitised message",[! is essentially the same as arithmetic coding, range ercoders often use a particular kind of

implementation based on Martin's paper. It is such implementations that are believed to be free from arithmetic coding related patents, on the

= Recentchanges basis of the age of Markin's paper.

= Randomartide

Lz Contents [rice]
= Contact Wicpeda
i 1 How range encading works
1.1 Bample
neard 2 Relationship with arithmetic coding
3 See ako

4 References
5 External nks

toalbox

= Vihatlnks here . [edit]
= Related changes How range encoding works

= Lpload fie

= Specilpages Range encoding conceptually encodes all the symbols of the message into one number, unlike Huffman coding which assigns each symbol a

bit-pattern and concatenates all the bit-patterns together. Thus range encoding can achieve greater compression ratios than the
ane-bit-per-symbol upper bound on Huffman encoding and it does not suffer the inefficiencies that Huffman does when dealing with
G S ace probabilities that are not exact powers of two.

oo The central concept behind range encoding is this: given a large-enough range of integers, and a probability estimation for the symbols, the

.y initial range can easily be divided into sub-ranges whose sizes are propartional to the probability of the symbol they represent. Each symbal of

the message can then be encoded in turn, by reducing the current range down to fust that sub-range which corresponds to the next symbol to ¥
B Trova: [amt |© Trova successivo. @ Trova precedente: (=] Evidenza [] Maiuscolfminuscole
Completato o

Arithmetic ToolBox

As a state machine
- L+s

2y AT ey N8

L,s’

Therefore, even the distribution can change over time
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K-th order models: PPM

Use previous k characters as the context.
= Makes use of conditional probabilities
= This is the changing distribution

Base probabilities on counts:
e.g. if seen th 12 times followed by e 7 times, then
the conditional probability p(e[th) =7/12.

Need to keep k small so that dictionary does
not get too large (typically less than 8).

PPM: Partial Matching

Problem: What do we do if we have not seen context
followed by character before?
= Cannot code 0 probabilities!

The key idea of PPM is to reduce context size if
previous match has not been seen.

= If character has not been seen before with current context of

size 3, send an escape-msg and then try context of size 2,
and then again an escape-msg and context of size 1, ....

Keep statistics for each context size < k

The escape is a special character with some probability.

= Different variants of PPM use different heuristics for
the probability.
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PPM + Arithmetic ToolBox

T L+s

p[ O|context ]

O =coresc

Encoder and Decoder must know the protoco/ for selecting
the same conditional probability distribution (PPM-variant)

PPM: Example Contexts
Context | Counts || Context | Counts | Context | Counts
Enpty | A= 4 A C=3 AC B=1
B=2 $ =1 C=2
C=5 B A=2 $ =2
$ =3 $=1 BA c=1
C A=1 $=1
B =2 CA cC=1
cC=2 $=1
$=3 CB A=2
$=1
CcC A=1
B=1
$ =2
String = ACCBACCACBA B k=2
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. . .
You find this at: compression.ru/ds
; p :
¥ BMF, PPMd u sce-ace-sce... - Mozilla Firefox (==
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rtonpo6osar: nposiTars orciora). Tl ot sToit siotea s
apximatopax ICEOWS, 7-ZIP, BioAre (ayminar), RAR, WinZip 11 & xyvte pasmirssx
Girbmiorexc camiza. CpaBHeHIIE PAATITTHELX KOMTPECCOpOR . Ha cTpasrae Bammia
HOrarssa (8 Tmos §aiinos, Mo OTHOMY MPEACTABHTENEO KAXCIOTo THNa), MIBo Ha
crpammxe Anexcarpa Patvmssaxa (3 Tima Baiinos, MHOFO NPEACTABHTENelt KaSKIOTO
Toma).
)
Bapuasr| Tara semyera | POt b0
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E 3acxabpn19992.163 -
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Lrev (30 ampens 2002[2.097) 1963
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