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● We are still studying the algorithm and carrying out many 
analysis. We hope to understand it better and give an 
answer as to why the algorithm gives such disappointing 
results;

● However, we are pretty confident SLD is not as good as it 
was supposed to be;

● It is still often used as one of the baselines in several tasks, 
eg. quantification.
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