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We investigate relationships between knitting and formal systems. We show how formal languages, grammars,
and algorithms give rise to powerful tools that can be used in both descriptive and prescriptive ways that have
not yet been fully explored for designing, then knitting, complex patterns. In particular, we generate knitting
meta charts, i.e., abstract schemes, which admit different knitting charts according to the knitting techniques
chosen. We thus produce new intricate and recursive patterns that in our opinion also exhibit a sense of artistry
and beauty.
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1 Knitting, Computer Science and Mathematics

We use the term creative knitting to refer to the act of designing and executing “beautiful” new
patterns for use in knitting. Actually, the knitted objects we show are not finished artworks, but
only “swatches” of our patterns. They could become part of a pullover, a scarf, a blanket or of
another unconventional object. Our idea is that their aesthetic attraction can contribute to the
overall beauty and harmony of a piece of finished artwork, together with the overall design, the
quality of the wool and many other variables. In particular, the quality of the chosen yarn in
terms of consistency, thickness and softness, transmits other sensations than the pattern in se,
addressing not only the sense of sight, but also the one of touch.

Creative knitting requires both an artistic sense and some technical knowledge. We believe
many aesthetically promising patterns possess great regularity, which can be exploited to com-
press their description.

In a preliminary study [2] we showed how concepts from the theory of formal languages can be
helpful in analyzing knitting. We realized knitting — its rules and its infinite design capabilities
— can be formally modeled and studied abstractly.

Here, we consider the problem of generating the knitting charts that are needed to execute
complex knitted patterns. We proceed in two stages: (1) the generation of a knitting meta chart,
i.e., an abstract pattern scheme for use in knitting; and (2) the selection of the specific knitting
techniques for executing the pattern. We therefore separate, temporally and conceptually, the
abstract design phase from the concrete realization phase, i.e., “what to do” which does not
change, from “how to do” which can change. This allows us to design charts in a hierarchical
way following the top-down principle of abstraction: at a high level, a chart just represents a
pattern, while at a lower one, the pattern is made of parts that in turn must be obtained by
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selecting suitable stitches or combinations of stitches. Furthermore, our patterns and selection
rules can be automatically generated.

To the best of our knowledge, few attempts to link concepts and methods found in Computer
Science to knitting have been made. In [9] genetic algorithms were applied to develop new lace
patterns. Cellular automata have been applied to knitting; indeed, they allow the design of new
patterns starting from only one initial row of stitches and a stitch-decision rule. In her book [8],
Debbie New provides many applications using such techniques to produce new and unexpected
artistic knitting patterns.

Knitting has also been examined from the point of view of Mathematics. There are many
examples of knitted objects that are also elegant mathematical structures such as fractals, Celtic
Knots [3], and other complex two-dimensional structures. An exhaustive survey can be found at
the web site The Home of Mathematical Knitting [17].

For the sake of convenience, we focus here on flat monochromatic knitting, made with a single
pair of needles. Knitting charts (see Figure 1) are diagrams that provide a compact, graphical
representation of stitch patterns. A chart can be viewed as a matrix, where each symbol appearing
as an entry represents a stitch, and matrix rows represent rows of stitches. A knitting chart gives
the specification, row by row, of the elementary stitches to be knitted and thus represents the
algorithm to be executed to realize the piece of work.

We will consider several aspects of the creative knitting process, including some which we
first introduced in [2]. We begin by using regular grammars [? | and collage grammars [5, 10] to
describe and generate patterns for knitting charts. Both kinds of grammars use recursive mecha-
nisms which provide simple, elegant and concise representations of pattern generation. Recursion
is further exploited by designing algorithms to generate patterns for knitting charts. We obtain
some surprising new results, as shown by the swatches of knitted recursive patterns we executed
that, in our opinion, have some aesthetic merit. Many of our patterns are also suitable for use
in other settings such as quilting and paper collage. Applying the well-known concept of Kol-
mogorov Complexity, we give an argument to show that our recursive knitting patterns have low
“knitting complexity”, while their standard descriptions have a higher complexity. Kolmogorov
complexity was used previously in a study of drawn faces [15], where it was argued that low
Kolmogorov complexity captures our instinctive perception of the “beauty” of a face.

The paper is organized as follows. In Section 2, we present our underlying model for knitting.
We introduce grammars for the generation of patterns in Section 3. In Section 4 we show how
knitting patterns can be obtained through recursive algorithms. In Section 5, from previously
generated examples we show how to create new recursive patterns. In Section 6, Kolmogorov
Complexity is applied to recursively defined knitting patterns. We then conclude in Section 7
with a discussion of our approach.

2 Our formal model of knitting

2.1 Stitch patterns

Stitch patterns determine the characteristics the knitted object will have. They are based on
repetitions — the repetition of stitches (giving the horizontal motif) and the repetition of rows
(giving the vertical motif) [1].

In the literature, stitch patterns are provided both in written form and in chart form. The
written description is compressed horizontally by inserting the repetitions needed between two
stars, and compressed vertically by indicating the rows to be repeated. In Figure 1 directions
for knitting Mistake Stitch Ribbing are given for the first row, since the other rows follow the
same schema. To knit row 1 knit 2 stitches, purl 2 stitches, knit 2 stitches, purl 2 stitches, and
so on until the end of the row which is then completed by knitting 3 further stitches.

A knitting chart is a matrix, where each element corresponds to a single stitch and every
row corresponds to a needle i.e., a row of stitches. Each element is a symbol whose meaning
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Cast on over a number of stitches multiple of 4 plus 3.

Row 1: * knit 2, purl 2; repeat from *: to last 3 sts, knit 3.

Repeat row 1.

| = Knit on the right side, purl on the wrong side
— = Purl on the right side, knit on the wrong side

Figure 1. Written description (top) and knitting chart (bottom) of Mistake Rib.

(a) () (©) (d) (e)

| = Knit on the right side, purl on the wrong side
— = Purl on the right side, knit on the wrong side

Figure 2. (a) Knitting Charts for Stockinette, (b) Reverse Stockinette, (c¢) Seed Stitch, (d) Garter Stitch, and (e)
Ribbing 1x1, respectively.

is clarified by a suitable key in the chart legend that indicates how to work the corresponding
stitch. In order to obtain flat knitting, we must knit back and forth in rows. Knitting charts
must therefore be read from the bottom to the top, the odd rows from right to left and the
even ones in the opposite direction, i.e., a “boustrophedonic” reading (from ancient Greek Foug,
"ox” + oTpeperr, "to turn”, imitating the ox ploughing the field, back and forth). In knitting,
this order comes naturally, since at the end of each needle the side is inverted. Charts represent
the pattern of the knitted fabric as we are looking at it, i.e., the right side of the fabric. As a
consequence, when knitting the wrong side rows (from left to right) the symbols must be read
and executed in complementary way, as recalled by the chart legend. In this way, on the right
side, they appear as required and the chart resembles its realization.

The basic knit pattern is called stockinette, or stockingnette, commonly found in T-shirt fabric.
It is obtained by alternating rows of knit stitches on the right side with rows of purl stitches on
the wrong side (see the corresponding chart in Figure 2 (a)). The visual effect is a grid of smooth
V shapes. On the wrong side the pattern has a different texture. The effect is a grid of ~ shapes.
This reverse stockinette (see Figure 2 (b)) is considered a pattern in its own right. Another
common pattern is the seed stitch pattern (see Figure 2 (c)) that is obtained by alternating knits
and purls in a row. The Garter stitch (see Figure 2(d)) differs by having knits (or purls) in every
TOW.

2.2 Knit textures

The most basic patterns yield textures which in turn can be combined to obtain more complex
stitch patterns. These textures are used to make: horizontal stripes or welts: e.g., by alternating
stripes belonging to different textures, and varying the widths; vertical stripes or ribs: e.g.,
1x1 ribbing (see Figure 2 (e)); diagonal stripes: e.g., by making stripes with seed stitch on a
garter stitch background; variations on the above themes, such as zigzag stripes; checkerboard
patterns. There are also ways of combining textures to obtain patterns in the form of baskets
(basket-weave), diamonds, triangles, windmills, and so on, plus all their possible variations.

A Checkerboard pattern, as in Figure 3, is composed of a square-tiled board, where the squares
are of two different alternating textures, such as stockinette stitch and reverse stockinette stitch.
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| = Knit on the right side, purl on the wrong side
— = Purl on the right side, knit on the wrong side

Figure 3. Checkerboard: knitting chart (a), meta chart (b).
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Figure 4. Sierpinski meta charts of increasing resolution.

The only variable is the dimension of the squares, i.e., the number of stitches across and the
number of rows down. This pattern can be seen as a generalization of seed stitch, by considering
it to be a Checkerboard where the dimension of the squares is just one.

Whenever a pattern can be partitioned into distinct regions where different textures can be
used, we can introduce special symbols for the generic point of each texture, e.g., “ ®” for the
generic point of the stockinette texture, and “ o ” for the generic point of the reverse stockinette
(see the right-hand side of Figure 3). A similar convention is often used in knitting charts. In
particular, we are using an abstraction of the texture, where each matrix entry is a suitable basic
texture unit. We call these charts meta charts. Of course, we can also assign “ e ” and “o” to
other pairs of textures and obtain new pattern combinations. The legend indicates the symbol
assignment. In order not to lose generality, henceforth, in our figures with meta charts, we leave
the legend unspecified, so that in a second, separate step, the desired textures can be mapped
to the corresponding areas of the patterns, often by using suitable transformation rules (see e.g.,
Figure 10).

Fractals offer further possibilities for pattern design. Of course, as in nature, we can only
approximate fractals by displaying the self-similar structure over an extended, but finite, scale
range. Consider the planar fractal known as the Sierpinski carpet. It was first described by
Wactaw Sierpinski in 1916. The construction of the Sierpinski carpet begins with a square. The
original square is divided into 9 congruent squares in a 3-by-3 grid, and the central square is
removed. The same procedure is then applied recursively to the remaining 8 squares, and this
process is repeated until the desired resolution is obtained. To realize such a pattern with our
tools, i.e., needles and handwork, we only have to decide how to “remove” a square. This could
be done, for example, by using stockinette for the background, and reverse stockinette for the
removed squares, or vice-versa. Examples of knitting meta charts induced by the Sierpinski
carpet are shown in Figure 4. So far we have only made use of the basic knit and purl stitches.
There are other stitches and techniques that can be used to extend the possibilities for creating
patterns. These include using slipping stitches, knitting into the stitch below, making a yarn
over, or using twisted stitches. Such techniques can be used also to increase or decrease the
number of stitches: in this case, the number of stitches in a row may not be constant. (In
knitting charts, when the number of stitches in a row changes, a special “no-stitch” symbol is
often used to keep the dimension of the rows the same.) Using such methods, we can obtain,
for example, “bobbles” (localized sets of stitches forming bumps in relief) that offer us a further
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way of decorating fabrics. With such methods, knit fabrics can also include knitted laces that
are obtained by combining moves of yarn over and of decreases in such a way that increases and
decreases compensate for each other. Finally, the technique of crossing groups of stitches leads
to the formation of “cables”, opening another rich source of patterns.

3 The grammar of knitting

Within knitting charts, each separate stitch is represented by a special knitting symbol. In
other words, there is a finite set of symbols to work with. Explanations for the rows found in
written knitting instructions for patterns resemble the production rules in a regular grammar
(see Chapter 3 in [11]). In such a grammar, we start with an initial symbol S and we apply a set
of string rewriting rules, called productions, which tell us how to replace previous symbols with
new ones. Symbols are further distinguished as being either non terminal symbols, i.e., meta
symbols to be replaced, or terminal symbols that do not need further processing. At each step
a non terminal symbol is replaced, by using one of the productions, which may be chosen non-
deterministically. The process, or derivation is complete when all symbols are terminals. The set
of all strings derived from the initial non terminal symbol S forms the language generated by
the grammar. In our case knitting symbols will be the terminal symbols.

Definition 3.1: A regular grammar is a tuple (T, N, S, P) given by: (i) a finite set of terminal
symbols T'; (i7) a finite set of nonterminal symbols N; (i7i) an initial symbol S in N; (iv) a finite
set of production rules P in the form A — Bw or A — w, where A, B € N and w is a possibly
empty string of terminal symbols in 7T'.

In our knitting framework, each row of a chart is viewed as the result corresponding to a
derivation in the grammar. Consider the first row in the diagram for Mistake Rib shown in
Figure 1. It can be obtained using the grammar where N = {S}, T'= {|, —}, and A consists of:

(1 s - S ——J]

2) § — |
Given S, by directly applying production (2) we obtain the string | | |; if instead we use production
(1) we obtain the string S — — || that, in turn, can lead to ||| — — ||, by applying (2), or to
S ——]|| ——||, by applying (1), and so on. In other words, we can obtain all the strings in
the form ||| (— — ||)?, with i > 0, of length 3 + 44, where i corresponds to the number of times
production (1) is applied. Formally, this grammar generates the following language of regular
expressions ||| {——= [I}Y* ={lI,|||=—=1l|||=—=1]—=—=1l,-.-}, where % is the closure operator
called Kleene star [11], defined in this case to be {—— | [}* = {(— — ||)? : 4 > 0}. It is interesting

to observe that the written instructions in Figure 1 use the star in the same sense as the Kleene
star.

Grammars can also be used in the generation of meta charts. The first row of the Checkerboard
meta chart in Figure 3 (c), can be generated from:

(1) S 2 S oo0cococeeee
(2) S— o0o0ococeeee

We can introduce intermediate production rules, which use additional non terminal symbols,
that allow us to obtain the desired dimension of the tiles. For the checkerboard, we use two
general rules, valid for all patterns in that family:

(1) S — SBA
(2) S — BA
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Figure 5. Checkerboard meta charts with square tiles of increasing dimension.

and then by adding just two more rules as indicated below we can obtain production rules for
the charts (a), (b), and (c) in Figure 5, respectively:

A — e B — o seed stitch
A — e e B — oo 2x2 checkerboard
A —> e e e e B — o0 o o o 4x4 checkerboard

These examples show why grammars appear to be a good tool for modeling patterns, as they
provide simple, elegant and concise representations for pattern generation. Note that the gram-
mars in our framework are recursive: each non terminal symbol can be replaced by a string that
includes it.

To this point, we have considered stitch patterns row by row, the way they are read when
using their written or chart representations. But a knitting pattern is two-dimensional, and its
motifs are more naturally developed by taking into account both dimensions at once. Therefore,
we now consider generating the knitting chart as a whole, instead of in single rows. Row by row
instructions can be easily obtained from the resulting chart in a second phase. This requires
us to generalize our regular linear grammar approach to allow for two-dimensional grammars.
There are several kinds of grammars that have been introduced for image generation that can
be exploited for this purpose. Following [6], we will define and use a two-dimensional grammar
inspired by collage grammars [5, 10]. The underlying idea is to augment pieces of patterns with
non terminal place holders that can be replaced by other pieces of patterns, through a typical
context-free mechanism i.e., using only productions which substitute for a single non terminal
at each step in the derivation. In a collage grammar each pattern corresponds to a derivation
tree: the derivation tree describes the pattern syntactic structure, while its evaluation yields the
actual pattern. We will introduce these grammars through two specific examples.

3.1 A two-dimensional grammar for Checkerboard patterns

We are able to generate checkerboard patterns where the basic square tile has any desired
dimensions. For simplicity though, we show how to generate the seed stitch (where the dimension
of the tile is 1). Increasing the dimension of the tile can be easily obtained by using the same
procedure we illustrated above for generating checkerboard by rows with linear grammars.

A seed stitch pattern can be seen as a collage of tiles of two basic kinds: a e (tile 1), or a o (tile
2). It can be considered as a fractal, composed of four alternating tiles, that in turn can be
decomposed in four further alternating tiles, and so on.

The collage grammar we consider is defined as follows:

- Non Terminal Symbols: N = {C,C};
Terminal Symbols: T' = {e, 0};
Initial axiom: S = d[C,C,C, C];

. 1) C— d[C’,?,U, C] (2)C — o
Production rules P = { (3) ol dC. 6, 6, Cl (1) Coo

The initial axiom gives the starting tile composition. The 4-ary operation d stands for drawing
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four tiles, using the four arguments C, C, C, C, according to the following spatial arrangement:

ccC
[eke;

In the derivation trees in Figure 6, the first (respectively, second) element in the last level refers
to the tile in the upper left (respectively, right) corner, while the third (respectively, fourth)
refers to the tile in the lower left (respectively, right) corner. Similarly in Figure 7. The terminal
symbols e and o stand for tile 1 and tile 2, respectively. Their evaluation simply draws the
corresponding tile. If we want to have a more general checkerboard pattern, we only need to
replace the rules (2) and (4), e.g., to obtain a 4 x 4 checkerboard pattern, rule (2) becomes
C — o o o o and rule (4) becomes C — o o o o.

A derivation starts with the initial axiom and proceeds by replacing a non terminal with the
root of the tree described by the right-hand side of the applied rule. We only consider maximum
parallel derivations, i.e., we will replace all non terminals in parallel for each step. Furthermore,
in order to obtain balanced trees, we regulate derivations in such a way that all the terminating
rules (i.e., those that lead to the completion of the derivation), in our case rules (2) and (4),
are applied at the same time. To achieve this, we resort to the notion of table-driven or TOL
grammars [7, 14]. In these grammars, rules are organized in sets or tables. In each derivation
step, all the non terminal replacements are performed in parallel, according to the rules of a
single table. In our case, we can partition our four rules into two tables: T} is composed by the
odd rules {(1),(3)} and T5 by the even ones {(2),(4)}. We use the first table to add one level
to the tree and the second one to complete the tree derivation. We show some derivations in
Figure 6 and in Figure 7, where we indicate with 7 the derivation step obtained by applying

the productions in table T;, with ¢ = 1, 2.

d

04/61\*;0%?4//\ T

Figure 6. A derivation tree obtained by applying to the initial axiom the productions in table T5.

o<«—Q)
o<«——0Q)

044/‘1\%0?1

d‘/d‘/d\*d\d
AN AN AN AN

® O O e ® O O e ® O O e ® O L]

Figure 7. A derivation tree obtained, by first applying the productions in table T1 and afterwards by applying the productions
in 1.
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In Figure 6, applying the productions in T amounts to replacing C' with e and C with o,
consequently concluding the derivation process, since there are no non terminal symbols any
longer. Instead, in Figure 7, by first applying the productions in T}, we substitute d[C,C, C, C]
for C' and d[C,C, C,C] for C. In the second step, we apply the productions in T3, as seen above,
by completing the derivation process.

3.2 A two-dimensional grammar for the Sierpinski carpet

In a similar way, we can describe a pattern based on the Sierpinski carpet.

- Non Terminal Symbols: N = {C, C'};
- Terminal Symbols: T' = {e,0};
- Initial axiom: S =d[C,C,C,C,C,C,C,C,C];
. () Cc—dcccco.ol,cooC) (2)C —o
Production rules P = { (3) ol E[é, C.C.C.0.C.C.C. 6] (4) Te
Here, the 9-ary operation d stands for drawing nine squares, using the arguments of the operation,
according to the following spatial arrangement of the corresponding elements:

ccoc
ccCcc
ccoc

The 9-ary operation d stands instead for drawing nine squares, using the arguments of the
operation, as follows.

| QI QY
| QA
QlQlQl

cc

Also in this case, we can use the rules in table 77 = {(1), (3)} to add one level to the tree, and
the rules in T = {(2),(4)} to complete the derivation. For example, to generate the pattern in
Figure 4 (b), we have to apply first the rules in 7} and then those in T5.

4 Recursive knitting: an algorithmic description

In this section, we continue to exploit the power of recursion to design some new knitting
patterns. As with grammar descriptions, one additional advantage of algorithmic descriptions
over standard ones is that from one algorithm it is possible to obtain families of new patterns
by simply changing the initial conditions and the basic stitches.

We give some examples of families of patterns of apparently increasing difficulty that can
be recursively generated. As we will see in Section 6, the difficulty is only with respect to a
human executor and not intrinsic to the pattern. The first two algorithm examples cover the
two patterns introduced in the previous sections: the Checkerboard and the Sierpinski carpet.
The next two are knitted versions of the Binary tree pattern and the Butterfly network.

Without loss of generality, we consider the algorithmic generation of square or rectangular
knitting meta charts, each represented as a matrix of texture units. Note that it is difficult for
a human who is not familiar with recursive algorithms to execute these patterns. However, they
can be automatically transformed into knitting charts or written instructions, by some kind of
knitting compiler (see [16]). To give a better intuition of the recursive strategy, we provide a high
level description of our algorithms. More detailed descriptions of these algorithms can also be
found in [2].
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4.1 Checkerboard patterns

For the Checkerboard patterns, the inputs are the dimension n = 2* of the meta chart to
generate, and the dimension d of the base case of the pattern. Following the same idea employed
for the collage grammars, a n x n square is divided into four n/2 x n/2 squares, and once the first
square has been recursively computed, the overall chart is obtained by compositing four identical
copies of it. The recursive calls end when the dimension of the squares equals the dimension d
of the base case, at which point the algorithm returns the following square

K P
P K

where K and P are two d/2 x d/2 matrices of symbols e and o, respectively.

Checkerboard(n, d)
if (n == d) return BaseCase(d);
else
C' = Checkerboard(n/2, d);

cc
return ;
ccC

BaseCase(d)
K = new (d/2 x d/2) matrix of e;
P = new (d/2 x d/2) matrix of o;

K P
return ;
P K

Observe that by varying the value of d from its maximum value of n down to its minimum value
of 2, we obtain patterns with progressively increasing resolution.

Of course, for such an elementary pattern an iterative algorithmic description is more natural
and less restrictive than the recursive one; moreover it would more easily admit square matrices
of arbitrary size, not just powers of two, as well as rectangular domains as follows:

IterativeCheckerboard(nl, n2,d1,d2)
A = new (nl x n2) matrix;
for (int i =0; i <nl;i++)
for (int j=0; j <n2; j++)
if (i/d1 mod 2 == j/d2 mod 2) Ali][j] = e;
else A[i][j] = o;
Examples of patterns of the Checkerboard family generated by this algorithm are shown in
Figure 5. Figure 8 shows a written description of a Checkerboard pattern with d = 2. Although
it may appear simpler than the algorithmic ones, note that it cannot be as easily adapted to
express the family patterns according to the value of d, while the algorithms describe families of

patterns. Thus while the Checkerboard pattern may not be a convincing example of the power
of recursion, it is a good illustration of the mechanism.

4.2 Sierpinski carpet

The Sierpinski carpet pattern has as inputs the dimension n = 3* of the meta chart to generate,
and the dimension d of the base case of the pattern. The n X n square is divided into nine
n/3 x n/3 squares; the central square is filled with e, while the eight squares on the border are
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Cast on over a number n of stitches, multiple of 4.

Row 1: * knit 2, purl 2; repeat from *.
Row 2: repeat row 1.
Row 3: * purl 2, knit 2; repeat from *.
Row 4: repeat row 2.

Repeat rows 1, 2, 3, and 4 for n/4 times.

Figure 8. Written description of a Checkerboard pattern for the case d = 2.

generated recursively. Again, the recursive calls end when the dimension of the squares equals
d, at which point the algorithm returns the following base case square

PPP
PKP
P PP

where K and P are d/3 x d/3 matrices of symbols e and o.

Sierpinski(n, d)
if (n == d) return BaseCase(d);
else
S = Sierpinski(n/3, d);
H = new (n/3 x n/3) matrix of e;
SSS
return | SHS |;
SS8S
BaseCase(d)
K = new (d/3 x d/3) matrix of e;
P = new (d/3 x d/3) matrix of o;
PPP
return | PK P |;
P PP

Again, by decreasing d from n down to 3, we obtain patterns of progressively increasing resolu-
tion. For examples of the Sierpinski carpet family see Figure 4.

Whereas in the previous example we were able to give a short written description for a fixed
value of d, as we will see in Section 6, it is difficult to obtain a similar concise written description
for the Sierpinski carpet. This is due to the lack of a corresponding simple iterative description
for this “fractal-style pattern”.

4.3 Binary tree pattern
Binary trees are graphs defined recursively as follows (see [4]):

Definition 4.1: A binary tree T is a structure defined on a finite set of nodes that either
contains no nodes, or is composed of three disjoint sets of nodes: a root node, a binary tree
called its left subtree, and a binary tree called its right subtree.
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Figure 9. Meta chart of a Binary tree pattern of dimension d = 4 and resolution £ = 3.

A tree with no nodes is called empty. If a subtree is nonempty its root is called a child. Nodes
with one or two children are called internal nodes, while nodes without children are called leaves.
The length of the path from the root of a tree T" to a node v is called the depth of v in T. For
our pattern, we consider only complete binary trees:

Definition 4.2: A complete binary tree is a binary tree in which all leaves have the same depth
and all internal nodes have exactly two children.

Our recursive algorithm generates a matrix representing the meta chart of a complete binary
tree, as shown in Figure 9. The inputs are d and ¢, the dimension of the pattern, and its
resolution, respectively. That is, the pattern will be represented as an n x 2n matrix 7'(d, ¢),
where n = 2¢ — 2, and the resolution ¢ must be strictly less than d, since ¢ represents the depth
of the leaves. The matrix T'(d, ¢) can be decomposed into two submatrices C' and R:

1.0 -(5).

of dimension (n/2 + 1) x 2n and (n/2 — 1) x 2n, respectively. The upper matrix C is generated
during the combine step of the divide et impera algorithm, while the lower matrix R is constructed
after the recursive call. In fact, we have

R=(T(d-1,0-1) P T(d—1,£—1)),

where, in turn, 7'(d — 1, £ — 1) is the matrix representing a binary tree of dimension d — 1 and
resolution ¢ — 1, and P is a (n/2 — 1) x 4 matrix, filled with o symbols. The recursive calls end
when £ = 1, as the algorithm returns a simple binary tree composed by the root and two leaves.

CompleteTree(d, {)

n=2%—2;

if({==1)
D = new n X n matrix of o;
for (i=0;i<n;i++) DJi][i] =e;
A = D with columns in reverse (i.e., right to left) order;
return (A D) ;

else
T = CompleteTree(d — 1,¢ — 1);
P =new (n/2 — 1) x 4 matrix of o;
R=(TPT),
C' = Combine(n);

C
return ;
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ce TN= oce ==
eo I - ee | I 11
oo =/TT ee TT\LL
oce ~— 11 oo [ |
0 TM== ee LUI/TT
*e 110 ee || 11

| knit on right side, purl on the wrong side
purl on right side, knit on the wrong side

Th= twist 3 left: place 2 sts on cable needle, hold to front, purl 1 from left needle,
knit 2 from cable needle

=/TT twist 3 right: place 2 sts on cable needle, hold to back, knit 2 from left needle,
purl 1 from cable needle

1 cable 4 left: place 2 sts on cable needle, hold to front, knit 2 from left needle,
TLL knit 2 from cable needle

LT cable 4 right: place 2 sts on cable needle, hold to back, knit 2 from left needle,
knit 2 from cable needle

T MN== twist 4 left: place 2 sts on cable needle, hold to front, purl 2 from left needle,
knit 2 from cable needle

Jo— twist 4 right: place 2 sts on cable needle, hold to back, knit 2 from left needle,
==/TT; purl 2 from cable needle

Figure 10. Transformation rules from meta chart to knitting chart (top) and legend for the cabled charts of the Binary
tree and of the Butterfly patterns (bottom,).

———————————————— T Re= e s e ps
——————————————— =TT TN — = ——— ————— — —
—————————————— =TT—- = ———— e ———— -
————————————— =MT—-—==T\= —————— —————— =
———————————— =TT —— e e e =TI e e e
——————————— =TT =T == —————— =
—————————— =TT e =T = —————— =
————————— =TT e =T === —————— =
———————— =TI —————— e e =T = ——————
————— =TT TN —— —— e e e e e e /T TN ————
Pt AL LI I I =TT —— =
— =TT — === TN — = = ——— =TT ———=TN\=——-
—_—TT = ————— TN == == e =/T = e —-— — TN —
=TT TN === =/TT T T - = —=/TT TN - == =/TT TTN=

Figure 11. Chart for cabled realization of the Binary tree pattern (even rows only, stitches in odd rows are knitted as they
appear).

Combine(n)
D = new (n/2+ 1) x n matrix of o;
for (1 =0;i<=n/2;i++) D[][i]=e;
A = D with columns in reverse (i.e., right to left) order;

return (A D);

By increasing ¢ from 1 to d — 1, we obtain patterns of progressively increasing resolution.

This pattern can be executed with needles in various ways, depending on the ability of the
knitter; beginners could use the basic knit and purl stitches, while skilled knitters could “im-
plement” the tree scheme using more sophisticated stitches. Figure 12 shows a swatch with the
pattern executed using the cable stitch. This was based on the knitting chart in Figure 11 ob-
tained from the meta chart according to the legend and the transformation rules in Figure 10.
These transformation rules take into account: (1) that the two strands of the cable grow diago-
nally (twist 3 left and twist 3 right in Figure 10), and (2) they are cabled when they meet and
after cabling only one of them survives (twist 4 left and twist 4 right). The choice of whether to
cable left or right is purely aesthetic. Note that the knitting chart obtained from the meta chart
can be automatically generated by a computer program.
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Figure 12. An “advanced” realization of the Binary tree pattern. 28 cm X 10 ¢m. Photo (© Chiara Bode:.

4.4 Butterfly pattern
Our last example of a recursive knitting pattern is based on the Butterfly network (see [12]):

Definition 4.3: A Butterfly network of degree d (or d-Butterfly) has (d + 1)2¢ nodes and
d29+1 edges. The nodes correspond to pairs (w,i) where i is the level of the node (0 < i < d)
and w is a d-bit binary number that denotes the row of the node. Two nodes (w, i) and (w',7’)
are joined by an edge if and only if #/ =i + 1 and either w and w’ are identical (straight edge)
or they differ in precisely the i'th bit (cross edge).

As in the previous example, a divide et impera algorithm can be used to generate a meta chart
representing a butterfly (see Figure 13). For aesthetic reasons, we only consider cross edges.
The input to the algorithm is the degree d of the butterfly network to be generated. The
pattern will be represented as an n x n matrix B(d), where n = 4(2¢ — 1). The matrix B(d) is
decomposed into two submatrices:
R
B = ()

of dimension (n/2 —2) x n and (n/2 4+ 2) x n, respectively. The matrix C, which represents
a multiple cross of 2¢ diagonal lines, is generated in the combine step of the divide et impera
algorithm below. The matrix R can be represented as follows:

R=(B(d—-1) P B(d-1)),

where B(d — 1) is the matrix representing a butterfly of degree d — 1, and P is a (n/2 — 2) x 4
matrix filled with o. Due to its structure, R can be conveniently constructed following the
recursive call. The recursive calls end when d = 1, i.e., n = 4, and the algorithm returns a 4 x 4
matrix representing a single cross.

Butterfly(d)

® O O e
O e @ O

if (d == 1) return ;
O e @ O
® O O e

else

n = 4(2¢ - 1);

B = Butterfly(d — 1);
P = new (n/2 — 2) x 4 matrix of o;
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Figure 13. A 3-Butterfly meta chart recursively generated (left) and its cabled realization (right), 19 ¢cm x 25 ¢m. Photo
© Chiara Bodei. For readability reasons, the symbol o has been replaced by a blank. The highlighted region is erxpanded in

Figure 14.
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——— = —mm — —J 1] —= I e | === | == =
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———— === == 1| == =] = —=e
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--——_=2'%¥ T ST I==| I'T [===e=s
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Figure 14. Chart for cabled realization of a portion of the Butterfly network.
R=(B P B)

C = Combine(n);
return ;
C

Combine(n)
C = new (n/2 + 2) x n matrix;
for (i =0;i<n/24+2;i++)
for (j=0;j<n;j++)
if ((-j) mod 4 == 0 and 0 < (j-i) < n/2) Cli][j] = e;
else if ((n-1-i-j) mod 4 == 0 and n/2 < i+j <n) Cli][j] =e;
else Cli][j] = o;
Like the Binary tree, the Butterfly pattern can be realized using just the two basic stitches to
obtain the diagonal lines representing its edges or, even better, it can be realized with the cable
stitch, as shown in Figure 13, by using part of the chart in Figure 14 in conjunction with the
legend and the transformation rules in Figure 10. The choice made for aesthetic reasons between

the two different ways of cabling, occurs at the level of the transformation rules. All the cable
stitches lying on the same row are of the same type. A row of right cabling will follow one with
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left cabling and vice-versa. See for instance row 1 and row 5, from the bottom, in the chart of
Figure 14.

5 The Kronecker product and recursive patterns

In this section, we use recursion to generate intricate patterns that we call “fancy patterns”
starting from a small initial meta chart together with a recombination rule that operates on
stitches. The idea is very simple. An initial meta chart, represented as a d X d matrix B of
symbols e and o, can either be randomly generated, or chosen by the user according to her/his
aesthetic preferences. This small meta chart is then amplified to reach the desired size, by
applying a Kronecker product type operation, suitably defined for knitting meta charts.

If Ais a m xn matrix and B is a p X ¢ matrix, recall that the Kronecker product A ® B is
the mp x nq block matrix

CLHB alnB

am1B - amnB

where a;; B is the matrix obtained by multiplying all elements of B by a;;. In order to apply the
Kronecker product to matrices representing meta charts, we must decide how to “multiply” the
symbols e and o, that is, we must define a binary operation op : {e,0} x {e,0} — {e,0}. This
binary operation can be chosen in 16 different ways. For example, we could map e to 1, and o to
0 and use the logical AND operator. In this case, A ® B represents the meta chart obtained by
substituting each occurrence of e in A with B, and each occurrence of o with a p x ¢ matrix of
o. If instead we map e to 0 and o to 1, and we use the exclusive OR operator, computing A ® B
means substituting each occurrences of e with B, and each occurrence of o with the complement
of B, i.e.,the matrix obtained from B by changing every o to e, and vice-versa.

Once the initial d X d meta chart B and the operation op has been chosen, the final pattern
can be constructed using a recursive algorithm whose inputs are B, op, the dimension n of the
pattern to create, and the resolution ¢ (¢ < |log;n|).

FancyPattern(B, op, n, ()
®op = Kronecker product based on the operation op;
if (( ==1)
K = new (n/d x n/d) matrix of e;
return K ®,, B
else
P = FancyPattern(B, op,n/d, ¢ — 1);
return P ®,, B;
The Kronecker product in the base case of the algorithm is used to scale the meta chart B up to
the desired dimension n. Observe that even if the initial meta chart B is randomly generated, if
we choose a sufficiently large value for the resolution ¢, i.e., if we execute a considerable number
of recursive calls, the final pattern will show a certain regularity.

In Figure 15 we show two meta charts, together with their knitted realizations, generated
using this algorithm. In the first example we started from the following 3 x 3 meta chart

e o o
o e e
®e O o
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Figure 15. Fancy recursive knitting meta charts (left) and their knitted realizations (right). For readability reasons, the
symbol o has been replaced by a blank. 15 cm x 11 e¢m (both). Photos © Anna Bernasconi.

and set n = 27 and ¢ = 3. We then alternated two different binary operations when computing the
Kronecker product in the recursive calls: for odd values of ¢ we used the binary AND operation,
while for £ = 2 we used the exclusive OR. In the second example we started from the following
5 x 5 meta chart randomly generated:

®e O e O e
O O e e o
®e ¢ ¢ o O
O O O e O
®e O e o O

we set n = 25 and executed two recursive steps (¢ = 2), using the exclusive OR operation
when computing the Kronecker product. In both examples the two swatches have been obtained
mapping the two symbols e and o into knit and purl stitches, respectively.

6 Knitting complexity

Whether introduced consciously or unconsciously by the artist, many art works show regular-
ities. Through symmetry and repetition, it is often possible to express the whole in terms of
only some of the parts. As we have seen in our examples of knitting patterns, this allows us
to give short descriptions. The Kolmogorov complexity (also known as algorithmic entropy, or
program-size complexity) of an object is a measure of the computational resources needed to
specify the object [13]. In [15], Kolmogorov complexity was used to analyze works of art under
the assumption that low Kolmogorov complexity was a measure of “beauty”, because a short
description helps capture the essence of a work of art. We will show that many of the complex
patterns previously introduced, described by grammars and recursive algorithms, exhibit low
Kolmogorov complexity. By analogy with the standard definition, we introduce the following;:
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Figure 16. A Sierpinsky meta chart of size n = 27 and d = 3, where for readability symbols o and e have been replaced by
knit and purl symbols.

Definition 6.1: The knitting complexity of a knitting pattern is the length in bits, of the
shortest description of its knitting chart.

It is immediate that for an n x m pattern the knitting complexity is always at least of order
logn 4 log m since this many bits are required simply to specify the dimensions of the knitting
area. If a pattern does not present any structural regularity, the shortest description of its
knitting chart will consist of the chart itself, and since a (binary) chart has n x m bits, the
knitting complexity is always at most of order n x m.

We will now analyze the knitting complexity of the four examples described in Section 4. We
have

Proposition 6.2: The Checkerboard, Sierpinski, Binary tree, and Butterfly patterns all have
knitting complexity of order c+logn, for some constant c; therefore their recursive descriptions
approach the lower bound for knitting complexity as n increases.

Proof First, observe that for the Binary tree pattern m = 2n, while for all the others m = n.
The result stated is obtained by referring to the algorithmic descriptions of these four patterns
specified in Section 4. In fact, each algorithm consists of pseudo-code of constant length ¢, and
since the values for the variables and input parameters are all bounded above by n, their de-
scriptions require at most logn bits and the result follows. The optimality assertion immediately
follows from the fact that we know that at least order of logn bits are always required and, as
n increases, the logarithmic term in ¢ + logn becomes dominant. O

The problem of finding the minimal knitting complexity is not a trivial task. In general,
according to the result of Non computability of Kolmogorov complexity [13], it is impossible to
derive an algorithm that generates the shortest description for an arbitrary pattern. For our
patterns we are able to argue for their optimality only for large values of n.

Is it possible to find any descriptions more succinct than our recursive ones? Consider using
the standard technique involving written instructions. As we have already seen, the written
Checkerboard pattern can be expressed in a constant number of instructions (see Figure 8),
hence it can be expressed succinctly by a non recursive description. For all the other patterns,
although we are able to find short descriptions, they are not as succinct as the recursive ones.
Moreover, these new descriptions were found only after the recursive nature of the patterns was
understood.

To be useful as knitting patterns, n must be small, and consequently the logarithmic value
must be small, so we should also consider the role played by the constants when trying to
compare recursive and non recursive descriptions. For the Sierpinski carpet, a very short written
description can be easily derived when the resolution is low, i.e., when the dimension d of the
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Cast on over an even number 2n of stitches.

Rowi (1 <i<n):purl i—1, knit 1, purl 2(n—i), knit 1, purl i—1.

Figure 17. Meta chart (top) and written description (bottom) of a Binary tree pattern with resolution £ = 1.

base case square is equal to n. In all other cases, we have:

Proposition 6.3: A Sierpinsky carpet of resolution d where d < n, can be described by written
instructions in number of bits proportional to (n/d)? + ¢ + logd, where ¢ is constant.

Proof For d < n, we know that the pattern can be realized as the composition d x d squares of
two different types, as shown in Figure 16. For fixed d, due to the nature of their regularity, each
of these two squares can be described using ¢’ + log d bits. The meta chart can therefore now be
described as an n/d x n/d matrix of squares, and to each of them we have to assign one of two
possible charts. In this way we obtain a description of size proportional to (n/d)? + ¢ + logd. O

Note that, even if the base case routine must be invoked for each d x d square, it can be
described only once, because in a non recursive program, the routine is inserted inside a for or
a while cycle.

Let RS be the recursive Sierpinsky algorithm given in Section 4, and S be the algorithm
formulated according to the proof of Proposition 6.3. Let ¢ be the constant found in the knitting
complexity for RS and ¢ the one for S. By ignoring the logarithmic terms, we have that RS
compares favorably with S when n?/d? > ¢ — ¢, that is for decreasing values of d, and therefore
for increasing resolution.

The Binary tree pattern can also be described by a constant number of written instructions
when the resolution is very low, i.e., when £ is a constant. For instance, if £ = 1, we can describe
the pattern, realized with knit and purl stitches, as shown in Figure 17. For increasing resolution,
however, the description becomes more involved and we were not able to find a description more
succinct than the recursive one. A similar result holds for the Butterfly pattern.

We finally observe that the recursive patterns described in Section 5 have knitting complexity
of order ranging from c + logn + logd to ¢ 4+ logn + d?, where ¢ and ¢ are constants, and d
is the dimension of the initial meta chart B. The lowest value is attained when B presents a
very regular structure, while the highest value is attained when B is a random meta chart whose
smallest description is the meta chart itself.

We have shown that the recursive formulation of complex patterns can give succinct and
elegant descriptions. On the other hand, the comprehensibility of a description decreases with
the use of recursion. Compare for instance the two descriptions of the Checkerboard pattern,
the non recursive formulation is much clearer for most knitters, with possibly the exception of
computer programmers!

7 Conclusions and Future Work

Summarizing, we have shown that:

e Complex knitting patterns can be described succinctly by grammars from the theory of
formal languages or collage grammars typically used for two-dimensional pattern generation.
e Complex knitting patterns can be also generated using recursive and iterative algorithms.
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e The knitting complexity of a pattern description allows for the comparison of its different
descriptions, in order to establish in some sense which is the most effective.
e Algorithmic tools can be used for the creation of new patterns.

As future work we plan to extend the recursive pattern generator discussed in Section 5, by
allowing a richer set of initial choices, combination rules and binary operations, setting up a nice
graphical user interface, so that the user could set up her/his personal pattern generator.

Apart from their theoretical interest, the above results also have a practical impact. In fact,
using large values for recursion depth and high values for resolution, we can automate in simple
way, the design of arbitrarily complex patterns that, to our knowledge, have never before been
considered. We can also automatically generate their knitting charts. Although these charts may
exceed the skill and patience of human knitters, they are amenable to knitting machines whose
execution time is independent of the difficulty of the chart.

Although visually complex, almost all our patterns exhibit low knitting complexity: this pa-
rameter can be formally computed and, if we are to believe [15], is associated with the concept
of beauty. Perhaps, then, low knitting complexity can be used as a guideline when designing new
patterns.
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e Figure 1: Written description (top) and knitting chart (bottom) of Mistake Rib.

e Figure 2: Knitting Charts for Stockinette (a), Reverse Stockinette (b), Seed Stitch (c¢),
Garter Stitch (d), Ribbing 1x1 (e), respectively.

e Figure 3: Checkerboard: knitting chart (a), meta chart (b).

e Figure 4: Sierpinski meta charts with increasing resolution.

e Figure 5: Checkerboard meta charts with subsquares of increasing dimension.

e Figure 6: A derivation tree obtained by applying to the initial axiom the productions in
table TQ.

e Figure 7: A derivation tree obtained, by first applying the productions in table 77 and
afterwards by applying the productions in 75.

e Figure 8: Written description of a Checkerboard pattern for a fixed value d = 2.

e Figure 9: Meta chart of a Binary tree pattern of dimension d = 4 and resolution ¢ = 3.

e Figure 10: Transformation rules from meta chart to knitting chart (top) and legend for the
cabled charts of the Binary tree and of the Butterfly patterns (bottom).

e Figure 11: Chart for cabled realization of the Binary tree pattern (even rows only, stitches
in odd rows are knitted as they appear).

e Figure 12: An “advanced” realization of the Binary tree pattern. 23 cm x 10 cm. Photo
(©Chiara Bodei.

e Figure 13: A 3-Butterfly meta chart recursively generated (left) and its cabled realization
(right), 19 cm x 25 cm. Photo (©Chiara Bodei. For readability reasons, the symbol o has been
replaced by a blank. The highlighted region is expanded in Figure 14.

e Figure 14: Chart for cabled realization of a portion of the Butterfly network.

e Figure 15: Fancy recursive knitting meta charts (left) and their knitted realizations (right).
For readability reasons, the symbol o has been replaced by a blank. 15 cm x 11 cm (both).
Photos (©Anna Bernasconi.

e Figure 16: A Sierpinsky meta chart of size n = 27 and d = 3, where for readability symbols
o and e have been replaced by knit and purl symbols.

e Figure 17: Meta chart (top) and written description (bottom) of a Binary tree pattern
with resolution ¢ = 1.



