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Abstract

Network Monitoring is a complex activity that is based on tie@rdination among distinct local activities: those
that use monitoring results, those that implement momigpaictivity, and other that act as intermediaries.

We illustrate a comprehensive view of a Network Monitoringlitecture, starting from the demands of security
and scalability, and define, to give a practical perspec¢tvaur investigation, the XML Schemas of the information
exchanged between actors.

We address scalability by introducing monitoring sessiactivated on demand, with a declared preference for
passive tools, and security by enforcing authenticatednoonications at every step. A scalable protocol for public
key diffusion is introduced in a companion paper.

1 Introduction

We focus on the information exchange related to the Netwookikbring activity. The actors involved are the pro-
ducers of monitoring data, and the consumers. In a workflowitaong activity, consumers are parts of a complex
architecture that manages the tasks submitted by usersalgich distributed activityVorkflow Managemerghere
including also the monitoring activity successive to tabécation) and Workflow Management Agent (also WMA)
the local agents that cooperate in its implementation.

While allocating the resourcefor user tasks, the interest of such agents is for snapshoteent performances
as well as static capabilities of resources (in this caséwdi& Element$ candidate for supporting user tasks). In
a reservation oriented system, resource allocation canrt@Ny completed without any information coming from
monitoring activity. Whilerunninga user task the behavior of the resource must be permaneatiiared, in order
to guarantee an appropriate quality of service and for audog purposes.

Such considerations narrow our interest to a subset of wludtén considered as Network Monitoring: we exclude
the maintenance and transfer of pointwise historical saaed consider that the monitoring activity is anticipdige
request from a WMA. Therefore we do not consider the exigafi@arepositoryfor network observations, and we are

This research work is carried out under the FP6 Network ofliecce CoreGRID funded by the European Commission (Conitgl-2002-
004265).
1the term Network Element in this paper is more restrictiantthan in QoS literature, for instance RFC2216



marginally interested to the availability of generic aggated statistics of dynamic behaviors and of static progsert
of network elements. Instead, we concentrate on the traobftreams of observations from producers to WMA.

On the side of the distributed functionality in charge ofgwoing Network Monitoring data, we introduce special-
ized agents (the Network Monitoring Agents, NMAS) in chaofénplementing local functionalities.

Such agents are located according to a domain partitiorfitigeowhole Grid: each partition, Bomainin our
terminology, is a set of Grid components characterized bgiform connectivity with the rest of the system. Such
abstraction is often used in the Internet architectureefioee we have opted for an overloaded term to indicate it.
However, it is worth stating that a Network Monitorii@pmaindoes not necessarily correspond to a DNS domain,
or to a routing AS or area. Equivalence with such existingtiestcan be stipulated whenever non contradicting the
principle of uniform connectivity.

Such principle justifies the collection of aggregate stiasand of static capabilities (whenever needed) for net-
work elements between domains, thus limiting monitorirtgvétg. As anticipated, such information is mainly diredte
to task allocation, and we consider that such activity sthbel preferably addressed using a reservation protocol.

The rationale behind the introduction of NMAs is the locatian of the capabilities and of the workload related
to network monitoring. NMAs act as proxies for addressinguitaoing requests, and manage the streaming of moni-
toring data for the whole domain.

Each domain may contain one or more NMA, which may be resptm&r the observation of distinct Network
Elements. They are responsible for the control of the Netvonitoring Elements located inside tidomain
Network Monitoring Elements (NMESs) represent resourcewipied for monitoring the network using appropriate
techniques. Figure 1 illustrates such concepts in a sinystes consisting of three domains (large ovals labelled wit
the domain ID), each with a NMA (a small circle on the bordeeath oval). Two NME are included in domains
“FORTH” and “INFN-CNAF", while the other domain “INFN-NA" ontains a WMA.

We distinguish two basic techniques for Network Monitoriagtive and passive. For the sake of scalability we
prefer the latter, although the former should be providealfafiback solution. For instance, in case of a simple regues
of connectivity monitoring between two sites the option af@wv ping should be provided in case passive monitoring
is not available. Other scenarios, and especially sysiemmamnitoring, should address passive techniques.

Network Monitoring Elements should accept controls onbnidocal Network Monitoring Agents, thus enforcing
a secure control over the expensive activity of traffic maniitg. In their turn, Network Monitoring Agents should
accept requests only from peer Network Monitoring Agergsyall as from local Workflow Analysis Agents: requests
from external WMA should be authenticated by peer Networkktwing Agents.

Such complex architecture is based on a piece of data deggélsingle instance of Network Monitoring activity,
that we call Network Monitoring Session. This paper is deddb the exhaustive description of such piece of data.
The next section outlines the Network Monitoring operatamd describes the data needed for its operation.

2 Theoperation inside the Network Monitoring Agent

The purpose of a Network Monitoring Agent is to monitor thefpamance of the communication resources used to
carry out the computational tasks coordinated by the WornkBoalyzer module. More precisely, we distinguish four
distinct activities:

e accept proxying network monitoring requests coming from Workflow Analyz@roviding the description of
the monitoring activity. Such request may come either froviMA inside the sam@®omain or from another
NMA. In either case the request must be authenticated.

e route the request to another Network Monitoring Agent whschble to control an appropriate Network Moni-
toring Element;

e coordinate the monitoring activity carried out by NetworloMtoring Elements;

e support the streaming of Network Monitoring data to the esgung Workflow Monitoring agent, possibly
through other NMAs.

CoreGRID TR-0087 2



We outline such activities, paying special attention todhta needed to perform them, which will be the subject
of the next section.

In the case oproxying a Workflow Management Agent that coordinates a given coatjmuntal activity will pro-
duce a number oNetwork Monitoring Session Descriptiongach of them is in charge of monitoring the activity
induced by the computation itself.

As for the request routingactivity, the Workflow Management Agent will forward suchyuests to the local
Network Monitoring Agent, which will authenticate the rexat, and forward it to the appropriate Network Monitoring
Agent.

Here we do not detail how such request is routed, but condiderthis operation is based on the accessibility
of a database containidetwork Monitoring Agents DescriptionSuch descriptions should locate an agent inside a
domain, thus defining its monitoring capabilities, as wellta connectivity towards other NMAs.

Thecontrol of Network Elementequires a local knowledge of the Network Monitoring cafiies available on
local Network Monitoring Elements, and of their interfaces

In order to support thetreamingof Network Monitoring results, a data channel is built betwahe Network
Monitoring Agent in charge of coordinating the monitoriression and the NMA hosting the Workflow Analyzer. In
principle such path may traverse several Network MonitpAgents, and should consider the possibility to optimize
the path in case the same information is requested by mafieyetit Workflow Analysis tasks.

In conclusion, we have identified 3 data structures:

¢ alocal directorythat supports authentication of requests from WMAs in tlealdomain as well as the de-
scription of local Network Monitoring Elements interfaces

e aglobal directorythat supports authentication of NMA from othdwmains

e anetwork monitoring session descriptiamich contains the description of a single session.

While the design of thiocal directorydoes not address any challenging aspect, the other two Fsirectireasons
of interest from a research point of view. The implementatibaglobal directoryimplies the solution of a number of
problems concerning distributed processing, whiledbscription of a monitoring sessiatould flexibly cope with
the diversity of network monitoring requests.

Here we focus on the latter problem, addressing the reatégested in the former to specific articles [2].

In order to exhaustively describe such data structure,@pdavide a practical hint for implementation, we opt to
describe such data structure as an instance b Schema Descriptiodocument.

3 The XML schema of a Network Monitoring Session

The complex typeNetworkMonitoringSessionType is the frame for a monitoring request: it describes a
specific monitoring activity related to a given aspect of akflow, and inherits some of its characteristics from the
workflow itself: namely, its scheduling and the involvedwetk resources. Attributes are the following, and are a sort
of header for the Session Description:

Sessionld it is a way to identify and refer to a session. Its syntax cacdrestrained into a URI-like form using an
appropriate pattern, which is not considered here;

Elements are a more composite description of the monit@aitigity, which is described as a sequence of elements
with a complex type.

RequestFrom The workflow management activity that requests the actviite monitoring session. We consider
that several agents contributing to the management of a giekflow may be all interested in receiving the
same monitoring data, and therefore admit a broadcast @étinspan. This information is used to generate or
extend the multicast tree, as well as to check privileges. ddmplex type that describes such element contains
two attributes that represent identifiers: one globallyqueifor the NMA (Networ kM onitoringAgentid), and
another locally unique for the specific NMA taskagkld);

CoreGRID TR-0087 3
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<schema
xmins="http://www.w3.0rg/2001/XMLSchema"
xmins:sched="http://www.di.unipi.it"augusto/schema /Schedule-0.1.xsd"
targetNamespace="http://www.di.unipi.it/"augusto/sc hema/Schedule-0.1.xsd">

<annotation>

<documentation xml:lang="en">
Network Monitoring Session Scheduling indication
Copyright CoreGRID. All rights reserved.
Version 0.1

</documentation>

</annotation>

<complexType name="NetworkMonitoringScheduleType">
<attribute name="StartAt"
type="dateTime"
use="required"/>
<attribute name="Duration"
type="duration"
use="required"/>
<attribute name="BandwidthLimit"
type="nonNegativelnteger"
default="0"/>
<attribute name="Priority"
type="sched:priority"
default="bestEffort"/>
</complexType>

<simpleType name="priority">
<restriction base="string">
<enumeration value="guaranteed"/>
<enumeration value="elastic"/>
<enumeration value="bestEffort"/>
<[restriction>
</simpleType>

</schema>

Table 1: Schedule namespace

Schedule It is a complex type element which in its turn contains twovedats: one specifying the starting time of
the activity StartAt, and another specifying iBuration. These two elements are derived from the workflow
scheduling, while the others refer to the resources adsalcia the session. One is represented byBiéed-
width element allocated to the stream associated with the refumaitoring data. This may be seen as an
implicit indication of the precision with which a certaintdashould be represented. Another is Bréority,
which describes to what extent the absence of monitorinigigcimpacts workflow management. We envision
three coarse grain categoriggiaranteedvhen part of workflow specifications (e.g., the purpose ofwtiek-
flow is network monitoring)elasticwhen temporary unavailability is not an issue (e.g., maoirigpdata is used
for buffer sizing) bestEffortwhen the workflow can proceed even if the session is not detiy@.g., monitoring
data is used for runtime resource optimization). For the sdikuture extensions, we have introduced a separate
namespace for its definition (see table 1)

Route The indication of the route the stream is going to follow,rem@nted as a stack of NMAs, indicated by their Id
in Agent element and ordered by &ndex element. The case study in section 5 exemplifies its manageme

NetworkElement A single session monitors one single domain-to-domain @die opportunity of aggregating the
monitoring of several Network Elements within the same Besappears as of moderate interest, and compli-
cates session management. The element contains two Dodeaitifiers, one for th&ourceDomain, another

CoreGRID TR-0087 4



for the DestinationDomain. Note that the meaning of source and destination dependeanWrappers se-
mantics (see below);

MeasurementStream This element contains the operational definition of the lewel network monitoring activity.
Such data should be passed to the back-end supported taoh msults in the production of a stream of data
of known content and syntax. The next section analyzes thenbof such element;

We opted to indicate one single Network Element in accordaadhe fact that a given session is implemented
by a single Network Monitoring Agent. It is impossible to gaatee such fact if several Network Elements or tool
activations are allowed to produce a single stream.

Advanced passive network monitoring tools that are ablebt®ove distinct characteristics of traffic flowing be-
tween given endpoints should incorporate such data inteahee stream.

We get into the description of the complex types that araintsted into a Network Measurement.

4 MeasurementStreamType

The MeasurementStreamType is where the monitoring toadislisated and configured. As a general rule, a single
frame in the stream will contain several numerical valuexipced (quasi) synchronously within the same session.
The option that one tool produces several streams is threrstgpported.

Requests returning a single data chunk are consideredrage®in” streams, and indicated witfd@uration.

A MeasurementStreamType element therefore containsectiolh ofChar acteristicStream elements, each ded-
icated to the configuration of a specific tool. An attrib@bar acteristicStreamld attaches an identifier to each
element, while a number of elements describes tool confiigura

SamplePeriod this is the granularity of the time axis, in seconds;

Path a complex type that describes the sub-network under tesé e assume that the sub-network simply consists
of a pair of IP addresses. A more detailed description is beybe scope of the present paper, and a direction
of future research. For the sake of expandibility and flditjbive have introduced a separate namespace for its
definition (see table 2)

In addition, theChar acteristicStream includes one in a set of elements containing either the otsrgpecific for a
given network monitoring tool or the description of the regted characteristics, according to OGF recommendations.
When theChar acteristicStream includes the configuration of monitoring tooJ the element is intended to con-
figure the activation of a given monitoring tool that appkeknown methodology in order to assess the performance
of the sub-network. In fact, any tool that applies the sammethodology can be used to collect the data. In this case
we do not consider abstragharacteristicgfor instanceoundtrip timé but make explicit reference to the operational
description of its computation. In other words, a ping is Bgpiand not a roundtrip time. The WMA is free to use
it as a roundtrip time, but it cannot confuse it with a rouipltime measured during a TCP connect (which is not
simply aprotocol difference). The use of a trade mark (e.g. linux-ping) is ®Kt in many cases a more abstract
reference to the methodology used to measure it (e.g., IC s preferable. The tool wrapper may accept both a
tool specific name and a methodology to indicate the sameatper The WMA may indicate either a methodology or
a tool specific name, and the NMA should not interfere witthsndication. Descriptive statistics (historical average

stddev etc.) are indicated as distinguished Charactdd#ti

When theCharacteristicStream indicates a set of well known characteristics, the monigptiool should be
activated in order to carry out a measurement that adheresme form of standardization. We indicate the OGF
recommendation as an instance.

The next subsections give simple examples of three eleroéstgh kind: one controlling a trivial pinger, another
describing the controls for a sophisticated traffic analyamed finally the container of an OGF compliant charactierist
descriptor. These XSD documents should be included in agpaamespace, in order to ensure the flexibility of the
session description schema.

CoreGRID TR-0087 5
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<schema
xmins="http://www.w3.0rg/2001/XMLSchema"
xmins:path="http://www.di.unipi.it/"augusto/schema/ Path-0.1.xsd"
targetNamespace="http://www.di.unipi.it/"augusto/sc hema/Path-0.1.xsd">

<annotation>

<documentation xml:lang="en">
Network Path Description
Copyright CoreGRID. All rights reserved.
Version 0.1

</documentation>

</annotation>

<complexType name="NetworkMonitoringPathType">
<sequence>
<element name="SourcelP"
type="string"/>
<element name="DestinationIP"
type="string"/>
</sequence>
</complexType>

</schema>

Table 2: Path namespace

4.1 Ping options schema

The trivial ping (see the XSD in table 3) indicates an optiornthe length of the ICMP packet. Two distinct character-
istics can be requested: the roundtrip time, and the paskstrhte. The source and the destination of the echo packets
are indicated in th@ath element.

4.2 MAPI options schema

The passive network monitoring tools that we use are baséaeoM AP monitoring library [11] (see table 4).

Based on the source and destination domains, and optiomalthe protocol name and the type of a specific
application, which are already indicated in tNetworkElementType , we can filter the traffic that we are in-
terested in. Theé’rotocolName element can be any network protocol at the transport layeh(ss TCP and
UDP) while ApplicationName may correspond to any Grid-related application (such as B TAridFTP, and
Globus). The identification of a specific application in thedGnetwork traffic can be as simple as looking for
a static port number, or more complex based on deep packatdtisn, application-level protocol decoding, or
other heuristics. Also, the measurement interval can baelkfby theSamplePeriod element, that is part of
the CharacteristicStreamType

Some additional options for the passive monitoring toot$uide requests for anonymization of sensitive fields in
the results (e.g., IP addresses) and use of a third host,evbeneeded, for gathering and correlating the results.

Using these passive monitoring tools, the following chtaastics can be requested: round-trip time [7], packet
loss rate [8], available bandwidth, and per-applicatiomdvéidth usage [1].

4.3 Modularization | ssues

One of the relevant aspects of a data description schema pésibility to evolve in time, in response to technical
advances and to new application frameworks. In order to lkegmchema as much flexible as possible, we have
designed it as a set of namespace: one is considered as thandaharacterizes our approach.

Two other namespaces are considered as somewhat simpifiedre useful in the prototype design: Behed-
ule namespace, which describes the Scheduling requiremenite ghonitoring activity, théPath namespace, that

CoreGRID TR-0087 6
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<schema
xmlIns="http://www.w3.0rg/2001/XMLSchema"

xmins:pt="http://www.di.unipi.it/"augusto/schema/Pi ngTool.xsd"
targetNamespace="http://www.di.unipi.it/"augusto/sc hema/PingTool.xsd">
<annotation>

<documentation xml:lang="en">
Network Monitoring Tool Ping.
Copyright CoreGRID. All rights reserved.
Version 0.0

</documentation>

</annotation>

<complexType name="PingOptionsType">
<sequence>
<element name="PacketSize"

type="integer"
minOccurs="0"/>

</sequence>

<attribute name="Characteristicld"
type="pt:PingCharacteristicldType"
use="required"/>

</complexType>

<simpleType name="PingCharacteristicldType">
<restriction base="string">
<enumeration value="RoundTrip"/>
<enumeration value="PacketLoss"/>
<[restriction>
</simpleType>

</schema>

Table 3: Trivial Ping Options

CoreGRID TR-0087
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<schema
xmins="http://www.w3.0rg/2001/XMLSchema"

xmins:am="http://www.di.unipi.it"augusto/schema/MA PIMonitoringTools-0.1.xsd"
targetNamespace="http://www.di.unipi.it/"augusto/sc hema/MAPIMonitoringTools-0.1.xsd">
<annotation>

<documentation xml:lang="en">
Passive Network Monitoring Tools (FORTH).
Copyright CoreGRID. All rights reserved.
Version 0.1

</documentation>

</annotation>

<complexType name="MAPIMonitoringToolOptionsType">
<sequence>
<element name="ProtocolName"
type="string"
minOccurs="0"/>
<element name="ApplicationName"
type="string"
minOccurs="0"/>
<element name="Anonymize"
type="string"
minOccurs="0"/>
<element name="ThirdParty"
type="string"
minOccurs="0"/>
</sequence>
<attribute name="Characteristicld"
type="am:MAPIMonitoringToolCharacteristicldType"
use="required"/>
</complexType>

<simpleType name="MAPIMonitoringToolCharacteristicld Type">
<restriction base="string">
<enumeration value="RoundTripTime"/>
<enumeration value="PacketLossRate"/>
<enumeration value="AvailableBandwidth"/>
<enumeration value="UsedBandwidth"/>
</restriction>
</simpleType>

</schema>

Table 4: MAPI options

CoreGRID TR-0087




describes the monitored subnetwork. The task of designoagrgrehensive description for such aspects justifies the
presence of OGF Working Groups dedicated to their invetitigaWe therefore prefer to leave at an embrional stage
their definition, to what is strictly required in order to lesa working prototype.

We leave unlimited possibility of extending our definiticias what is concerning the configuration of network
monitoring activity. Aside the namespaces that exemplif/ise of active and passive tools, we also introduce one
that demonstrates the possibility of including tool indegent characteristic descriptions. Such feature can lkinse
order to incorporate characteristic descriptions likesthmdicated by the OGF Network Monitoring working group.

5 A casestudy: monitoring Processor to Storage connectivity

A simple example illustrates the request of an active maoinigpsession over a Network Element to monitor the
connectivity through an ICMP ping (see table 5).

The origin of the Network Monitoring Session descriptorhie MWMA represented as a green circle inside the
INFN-NA Domain (see figure 1). The WMA has no hints about thémdek Monitoring Architecture, so it delivers
the bare MeasurementStream to the local Network Monitokigent.

At this point the Measurement Stream is encapsulated intetevdtk Monitoring Session description, and routes
the request to the known NMA at one end of the Network ElemEmé. identifier of the forwarding NMA is placed in
the route stack.

The NMA in the INFN-CNAF domain discovers that it cannot hientthe request: there is no ping wrapper on
the Computing element, and therefore the monitoring dgteannot be carried out. It forwards the xsd to the known
NMA on the other Network Element endpoint, the FORTH, pugliis own address on the stack.

The next NMA discovers that the storage element is equippiéd avping wrapper: therefore it extracts the
MeasurementStream description from the Session desurjpdind delivers it to the Network Monitoring Element
co-located with the Storage Element. It also discoversithatadjacent to the NMA in the INFN-NA domain, and
eliminates the intermediate INFN-CNAF agent from the Ratiéek.

The Network Element activates a ping process, formattiegdéta coming from such process according to its
specifications, and forwarding successive datagrams téottad NMA, which in its turn encapsulates the data by
indicating the session they belong to and passing it to tkeMEIA in the stack.

In our case this is the NMA located at INFN-NA, which decapses the data and passes it to the WMA, which is
able to unmarshall the data contained in the datagram aogpndth tool specifications, and process the data.

The WMA finally interrupts the monitoring session notifyittge local NMA, which propagates the request ac-
cording to the route stack known to it. When the request reaBIORTH NMA, it stops the monitoring activity on the
computing element. Alternatively, FORTH NMA will performe same activity when the “Duration” timeout expires.
Intermediate NMA's will suspend and remove the registratibthe session from their soft state.

6 Reated works

The coordination of a network monitoring infrastructuraimatter of active research. The first effort in this sense is
probably the Network Weather Service [12], which still offeelevant suggestions. However, such prototype indicate
but solves only partially the real challenges of a coordidatetwork monitoring architecture: scalability and ségur

Successive studies mainly focussed towards the publicafinetwork monitoring results in view of retrospective
analysis: this option limits the application of such infrastures to those scenarios where monitoring requestbean
anticipated and concentrate on a restricted subset of.pAfilisout such limit any solution is deemed to unscalahility
since the number of paths grows with the square of the nunflsesource elements in the network.

Such scenario is nonetheless of great practical relevaagstinistrative monitoring, as well as accounting or
diagnosis fall into the category of a monitoring task that@ntrates on few routes, known a priori. To cite some of
the works on this trail, we cite the Globus MDS [10], EGEE [4].

In this paper we explore another facet of the problem, whictelevant to cope witinplannedmonitoring re-
guests. The interest for such aspect of network monitosniyat monitoring requests from the agents responsible for
the coordination of Grid jobs cannot be anticipated, thegma to a limited lifetime, they have a moderate (if any)

CoreGRID TR-0087 9
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INFN-NA

NMA

AN NMA

INFN-CNAF

Figure 1: Information flow related to a ping session: the greiecle indicates a Workflow Management Agent, black
arrows indicate the flow of a Network Monitoring Session diggion representing a request, red circles represent
NMAs, black circles represent monitored sites, and redasrepresent the data stream from the Network Monitoring
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Element to the Workflow Management Agent.

<?xml version="1.0"?>

<nmsd:NetworkMonitoringSession
xmins:nmsd="http://www.di.unipi.it""augusto/schema/

Sessionld="456 @this.NMagent.ip">
<RequestFrom Taskld="WF245" WorkflowMonitoringAgentld
<Schedule StartAt="2007-09-17T12:00:00.000-01:00" Dur
<Route>
<NextAgent Agent="NMAgent@FORTH" Index="1"/>
<NextAgent Agent="Theodolite@CNAF" Index="2"/>
</Route>
<NetworkElement SourceDomain="FORTH" DestinationDomai
<MeasurementStream>
<CharacteristicStream CharacteristicStreamld="1">
<SamplePeriod>5</SamplePeriod>
<Path>
<SourcelP>processor_1.ics.forth.gr</SourcelP>
<DestinationlP>ftp.cnaf.infn.it</Destination|P>
</Path>
<PingOptions Characteristicld="RoundTrip">
<PacketSize>2048</PacketSize>
</PingOptions>
</CharacteristicStream>
</MeasurementStream>
</nmsd:NetworkMonitoringSession>

NetworkMonitoringSessionDescription-0.5.xsd

="OurBroker@FORTH"/>
ation="2H"/>

n="CNAF"/>

Table 5: XML instance for the example in figure 1

CoreGRID TR-0087
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need of historical data, mainly to improve measurementstitass. Such aspect of network monitoring is far less stud-
ied, but exhibits a number of challenges: flexibility, simmwv requests must be activated dynamically for scalability
reasons, and security, since network monitoring is an esipemctivity, and requests must be authenticated.

Our approach to this aspect of network monitoring is maibin&lated to the past experience wiflanned
network monitoring. The problems raising in the two casestap different to justify a common solution: one
for all, unplannechetwork monitoring in principle does not need a measuresn@atabase, whilplannednetwork
monitoring relies on the availability of a powerful repasit for measurements (think for instance to the R-GMA [3]
architecture). Therefore we aimed at a different approach.

The architecture we propose has strong relationships widhinet streaming protocols: the basic requirements are
those announced in [5], but our embrional solution for thguesst of a Network Monitoring Session is also inspired
to the Internet SIP [6] protocol. We also take into accourt®TP [9] protocol as for the components of a network
monitoring request. In analogy to tl@plication profilesntroduced in RTP that characterize the payload in a flex-
ible and expandable way, we opted fomenitoring tooloriented description, instead ofcharacteristic oriented
approach, that characterizes OGF recommendations. Beshlithe case of RTP, theeutrality of an approach that
leaves to monitoring tool designers the freedom to intreduew measurements that do not exactly match existing
characteristics, and to workflow managers designers thigyabiuse them, leaves space to research and new products
in the rapidly evolving field of network monitoring tools.

Although such philosophy is in collision with OGF approauwthich tends to define non-ambiguously network
characteristics, the data framework we propose does naidexacharacteristic orientedlescription of the request.
To clarify such issue, we include a skelet®GFChar acteristicsType, encapsulated in its own external namespace:
our intent is to indicate the way to proceed in order to inelatbol independendescription. We do not provide such
description, since it is out of the scope of our present wankl already addressed by a OGF Working Group.

7 Conclusions

We introduce a distinction between planned and unplanniebnk monitoring activities: we claim that each of them
exhibits challenging aspects, and requires distinct moiat although the latter is receiving less attention than t
former from the research community.

The fact that unplanned activities are requested by Workflamagement Agents introduces the need of a scalable
and flexible authentication scheme. Once they are activag@doutput should not be stored for future use, but diyectl
delivered to the requester with a lightweight streamingguol. The request and reply protocol should be flexible and
allow the integration of new monitoring tools, leaving tokdesigners the task of describing data format.

In this paper we address a fundamental step in the desigrotitgos for the management of unplanned monitoring
activity, which consists in the definition of the informatioeeded to describe a single monitoring session, and the
scope of such entity. In order to give an intuitive framewanke outline the architecture of the network monitoring
infrastructure, identifying the actors and their inteaypl

A Network Monitoring Session Schema

<schema
xmins="http://www.w3.0rg/2001/XMLSchema"
xmins:pt=
"http://www.di.unipi.it"augusto/schema/PingTool.xs d"
xmins:am=
"http://www.di.unipi.it”"augusto/schema/MAPIMonitor ingTools-0.1.xsd"
xmins:sched=
"http://www.di.unipi.it”"augusto/schema/Schedule-0. 1.xsd"
xmins:path=
"http://www.di.unipi.it”"augusto/schema/Path-0.1.xs d"
xmins:ogf=
"http://www.di.unipi.it”"augusto/schema/OGFCharacte ristics-0.1.xsd"
xmins:nmsd=
"http://www.di.unipi.it"augusto/schema/NetworkMoni toringSessionDescription-0.5.xsd"
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targetNamespace=
"http://www.di.unipi.it”"augusto/schema/NetworkMoni

elementFormDefault="unqualified"

attributeFormDefault="unqualified">

<import namespace=
"http://www.di.unipi.it"augusto/schema/PingTool.xs
<import namespace=
"http://www.di.unipi.it”"augusto/schema/MAPIMonitor
<import namespace=
"http://www.di.unipi.it”"augusto/schema/Schedule-0.
<import namespace=
"http://www.di.unipi.it”"augusto/schema/Path-0.1.xs
<import namespace=
"http://www.di.unipi.it”"augusto/schema/OGFCharacte

<annotation>

<documentation xml:lang="en">
Network Monitoring Session Description.
Copyright CoreGRID. All rights reserved.
Version 0.1

</documentation>

</annotation>

<element name="NetworkMonitoringSession"
type="nmsd:NetworkMonitoringSessionType"/>

<element name="comment" type="string"/>

<complexType name="NetworkMonitoringSessionType">
<sequence>
<element name="RequestFrom"
type="nmsd:WorkflowMonitoringTaskType"
maxOccurs="unbounded"/>
<element name="Schedule"
type="sched:NetworkMonitoringScheduleType"/>
<element name="Route"
type="nmsd:RouteStackType"
minOccurs="0"/>
<element name="NetworkElement"
type="nmsd:NetworkElementType"/>
<element name="MeasurementStream"
type="nmsd:MeasurementStreamType"/>
</sequence>
<attribute name="Sessionld"
type="string"
use="required"/>
</complexType>

<complexType name="WorkflowMonitoringTaskType">
<attribute name="Taskld"
type="string"/>
<attribute name="WorkflowMonitoringAgentld"
type="string"/>
</complexType>

<complexType name="RouteStackType">
<sequence>
<element name="NextAgent" minOccurs="0" maxOccurs="unb
<complexType>
<attribute name="Agent"
type="string"/>
<attribute name="Index"
type="nonNegativelnteger"/>
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</complexType>
</element>
</sequence>
</complexType>

<complexType name="NetworkElementType">
<attribute name="SourceDomain"
type="string"
use="required"/>
<attribute name="DestinationDomain"
type="string"
use="required"/>
</complexType>

<complexType name="MeasurementStreamType">
<sequence>
<element name="CharacteristicStream"
minOccurs="1" maxOccurs="unbounded">
<complexType>
<sequence>
<element name="SamplePeriod"
type="float"
minOccurs="0"/>
<element name="Path"
type="path:NetworkMonitoringPathType"
maxOccurs="unbounded"/>
<choice>
<element name="PingOptions"
type="pt:PingOptionsType"/>
<element name="MAPIOptions"
type="am:MAPIMonitoringToolOptionsType"/>
<element name="OGFCharacteristics"
type="ogf:OGFCharacteristicsType"/>
</choice>
</sequence>
<attribute name="CharacteristicStreaml|d"
type="string"/>
</complexType>
</element>
</sequence>
</complexType>

</schema>
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